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Ilpeoucnosue / Editorial

Dear readers!

This special issue of the journal is dedicated to the questions of
rationalization of an enterprise activity management based on the modeling
of dynamic network structures and decision-making support systems, as
well as optimization of managerial decision making with the use of
corporate intellectual capital. At the issue's core are the articles written by
research scientists of Pan-European University (Bratislava, Slovak
Republic), in collaboration with scientists of VVoronezh Institute of High
Technologies (Voronezh, Russia).

The subject matter of the represented works is related to the solution of
a number of applied research tasks of current interest, including:

- Development of a hierarchical structure of integrated enterprise
management;

- Modeling and algorithmization of the process of building dynamic
network organizational structures in the object-functional management
system;

- Expert and optimization modeling of the control actions choice and
allocation of functions in dynamic organizational structures;

- Mathematical modeling, focused on decision-making with the use of
expert and virtual resource of procedure type;

- Algorithmization of interaction of components of an expert and
virtual resource of procedure type in optimization of managerial decision-
making.

We hope that the published articles will attract attention of many
researchers working in the field of information technology, and will be of
interest for young researchers as well as recognized authorities in the field
of using information technology for handling the problems of data mining,
modeling, and management in various fields.

President of Voronezh Institute of High Technologies
D. Sc., Professor Yakov Lvovich




Development of a hierarchical integrated
enterprise management system with the use
of the grai-gim and cimosa methodologies

Igor Lvovich, Emma Lvovich

Abstract:

The issue of development of a hierarchical integrated system of production system
management is considered. The main principles of enterprise management are
defined. The interconnection between major management functions is represented
in the form of the management cycle within the frame of the generalized system of
enterprise management. The functional and processing approaches in enterprise
management are analyzed and their advantages and disadvantages are defined.
Special features of building of a hierarchical integrated management system (IMS)
are identified. The feasibility of GRAI-GIM and CIMOSA methodologies using for
building a dynamic organizational management structure within the IMS is
investigated. The generalized model of the production system management,
comprising a physical system, a production management system, and an integrated
information system is introduced. The scheme of development of an integrated
enterprise model according to the GIM - CIMOSA methodology is suggested.

Key words:
Enterprise management, hierarchical integrated management system, GRAI-GIM
and CIMOSA methodologies, dynamic organizational structure.

ACM Computing Classification System:

User models, User studies, Usability testing, Heuristic evaluations, Walkthrough
evaluations, Laboratory experiment.

A Introduction

A modern enterprise represents an independent organizationally isolated national
economy production sphere business unit, producing and selling goods, performing
industrial works. One of the ways to solve the task of raising business efficiency is
implementation of new technologies, meant to integrate isolated subsystems, uniting them
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into an integrated system. Reaching this goal is possible only after building an effective
enterprise management system.

Management’s main task is providing growth of production efficiency on the basis
of continuous enhancement of the technical level, management forms and methods,
increasing productivity of the most important enterprise revenues gain and growth
conditions [1-4].

A 1. Principles of enterprise management

Enterprise management is based on the principles, meant by governing codes and
guidelines, taken as a basis for management problems solving. The most important
principles of production management organization are:

1) objective compatibility and concentration principle;

2) continuity and reliability principle;

3) plan conformity, proportionality and dynamism principle;

4) the democratic principle of management functions distribution;

5) the management’s scientific justification principle;

6) management efficiency principle;

7) the principle of personal, collective and state interests compatibility;

8) the principle of made decisions control and execution check.

The management process should be carried out on the basis of the system approach
principles, as it represents the complex of many interrelated processes. Production systems
management is intended to organize the personnel’s activities, which allows reaching the
set goals.

You have to take many decisions, performing planning, work organization, people’s
motivation, controlling and coordinating all the processes, taking place in the
organization, in the course of management functions fulfilling. That’s why management
can be presented in organizational and technical systems as a sequence of functions,
making up the management technological cycle. A management function means a stable
harmonized assembly of operations, based on division of labor in the management system.
Five main management functions are taken into consideration: prediction, organization,
managerial activities, coordination (finalization) and control. At that all the functions are
divided into six groups: production, finance, security, accounting, administration, safety
engineering [5-8].

Along with this the following management system division criteria have been
determined:

- by management essence, by virtue of which they are contained in every

management task and altogether combine a closed management cycle;

- by management activity uniformity, defining the management labor

differentiation (exact management functions);

- by the goal orientation uniformity (special management functions);

- by elementary managing impact forming orientation (management tasks);

- by management labor differentiation at its elementary managing work level.

The basic functions’ correlation is presented in the form of a management cycle

(fig. 1).
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Figure 1. The management cycle, formed of general management functions

The set operation of an enterprise is provided by the management system,
presenting a complex formation of processes and events, that can be perfected with

different degree of detalization (fig. 2) [3, 4].
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A 2. Functional and processor approaches in enterprise management

Most of the existing enterprise management systems are based on the functional
approach, considering an enterprise as a mechanism, possessing a set of functions. These
functions are distributed among divisions between decision-makers (DMs). The
enterprise’s employees perform their highly-specialized duties without working to reach
the enterprise’s mission, as these functions may not be directed on reaching the final
result. Structural subdivisions interact with each other, deal governing inputs, that take
more time, than performing the work itself, which raise different disagreements between
DMs [9-11].

The main disadvantages of the functional approach are the following:

- a functionally structured enterprise does not encourage employees’ involvement in
reaching the final result of the enterprise’s activity. The employees’ vision of the
happening events most often doesn’t go beyond the limits of their department, that’s why
they are not oriented on the enterprise’s final targets, and especially on customers’
satisfaction (with works, services);

- most of the technological business-processes of an enterprise includes lots of
functions, i.e. go beyond the limits of specific departments. However, the exchange of
information between different departments within functionally oriented structures is
extremely complicated because of its vertical hierarchal pattern, which leads to large
overhead costs, unreasonably long terms of managerial decisions making;

- big part of the time, necessary for realization of managerial impacts on production
process, is spent on interactions between DMs and it’s much longer than the time,
necessary to realize the decision itself. This leads to great unreasonable delays in reaction
to the disturbance input.

From the perspective of the processor approach an enterprise comprises of a set of
processes. Business-processes follow through all departments and orientate on the
enterprise’s functioning final result. Every process has its own goal. You can reach high
activity efficiency while managing processes if you establish strong horizontal links
vertical structure of the enterprise management. The processor approach represents inner
suppliers’ and customers’ «outcome» on a resourceful idea. In fact, real activity bringing
added value, is not carried out by isolated elements of the functional hierarchy, but it
penetrates the enterprise as an assembly of processes [1-4].

The processor approach allows to:

- consider such important aspects of business, as orientation on the final result of
the enterprise’s activity, commitment of every DM in raising efficiency of production in
general and, consequently, commitment in high quality job performance;

- react to outer and inner changes more flexibly;

- optimize information exchange between functional departments;

- realize the most important idea of quality management: embedding quality control
into the process instead of end product quality control.

When realizing processor approach:

- executives are given wide range of powers, increasing their role, independence
and, consequently, effective output and labor satisfaction;

- managers are liberated from operational matters resolving and concentrate on
strategic, system matters.
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Thus, building an effective integrated enterprise management system supposes
cooperation of both functional and processor approaches, realized within the framework of
an object-functional enterprise management system [12-15].

h 3. Specific features of a hierarchical integrated management
system building

Enterprise management process is considered on two levels: goods (works,
services) production process and the hierarchal administrative production process
management superstructure. The first level represents technologic business-processes with
the enterprise resources (technical and process, material, labor, informational, financial) as
an income and having end product, performed works or rendered services as an outcome.
The second level of representation administrative business-processes are realized,
including:

- studying of suppliers’ and customers’ markets;

- widening conceptualization and strategy;

- designing products and services;

- enterprise resource management;

- outer links management;

- improvements and changes management.

An enterprise’s production activity in a relatively stable outer environment
supposes building a system of administrative business-processes on the basis of the
planned technologic business-processes, carried out at the enterprise projecting stage.
However, the market’s requirements to the product quality are being raised, order
execution time is lowered, the output product stock list is changing, which realigns the
enterprise functioning process significantly. This leads to changes in technologic business-
processes and information database contents change, while changing management objects’
properties changes the contents and the quality of DM functions, as well as the
information interlink system.

Technologic and administrative business-processes influence:

- the structure and the contents of the information database;

- the interaction between DMs in correspondence with their functions,
responsibility and rights;

- the management objects and their properties.

In its turn, changing management objects’ properties influences DM functions, the
contents of the database and the administrative business-processes [4, 5].

In order to provide the most rational real-time reaction of an enterprise to disturbing
factors it is efficient to use an integrated management system (IMS) building
methodology, aimed for the enterprise management system structuring to provide forming
and effective functioning of a dynamic organizational management model. This
methodology is based on the following statements (fig. 3):

1. Creation of united informational managerial decisions and governing inputs
space.

2. Exception of duplicate information flows and, consequently duplicate
management functions.

3. Management functions decentralization and redistribution of responsibility for
the enterprise’s resources while performing managerial tasks.
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4. Forming regulations of the enterprise’s resources creation, using and storage in
the integrated database.

5. Tracking information lifetime cycle stages to perform the strategic enterprise
management tasks.

6. Forming enlarged factors for the enterprise’s current state evaluation, business
development forecasting.

7. DMs’ labor motivation for timely and high-quality managerial actions within the
limits of delegated powers and the rights to use the enterprise’s resources, given to them.

An important peculiarity of IMS is the dynamic projection of new informational
links, changing depending on the solved managerial tasks’ specific contents on the
enterprise’s existing organizational-production objects management functions.

The system of queries
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system

Figure 3. The integrated management formation scheme

Thus, while performing a specific managerial task the management system
hierarchy stays the same, but the informational structure of the managerial decisions
taking process changes. The system of distributing rights on information queries
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depending on the task being solved allows to build variants of DMs’ network interaction
with management objects in accordance with the corresponding functions set.

That’s why an IMS enables you to take effective managerial decisions not so much by
means of computer network information transmission speed increase, as by means of the
management system’s strategic reaction to inner and outer disturbing factors [1, 10, 15].

IMS differs from the existing enterprise management systems by the following
parameters:

1. Efficient functioning in the changing outer and inner environment conditions.

2. It allows to take managerial decisions in real time according to the developed
enterprise business-processes regulations.

3. It provides a formalized distribution of rights, duties, responsibility and the
enterprise’s resources between DMs.

4. It allows to solve non-typical situations, caused by deviations from business-
processes’ normal course without conflicts.

h 4. Application of GRAI-GIM and CIMOSA methodologies for
building a dynamic organizational structure of management
within the framework of an integrated management system (IMS)

It is suggested to build a dynamic organizational management structure within an
IMS using the GRAI-GIM and CIMOSA methodologies, which allow exploring and
designing a production management system and performing the process of managerial
decisions taking.

The generalized production system management model consists of the following
components (fig. 4):

- a physical system,

- a production management system,

- an integrated informational system.

A management system consists of a hierarchal structure, decision making centers,
containing all decision making functions on the set hierarchal level. Such an enterprise
hierarchal structure makes the information system hierarchal as well.

Information from the physical system and from the environment is filtered,
integrated and supplied for using to every decision making center of the hierarchal
enterprise management system.

The management system, that composes decision making variants and the
information system, which regulates the physical system, enable reaching the production
goals. The most important property of a management system is the function of acquiring
information directly from the integrated database in real time mode. The GRAI method’s
modularity consists in production management processes description formalization, aimed
for maintaining the dialogue and information exchange between the management process
participants.

GRAI-GIM contains a technological and administrative business-processes
description method in the context of functions, information, decision making system and
using different kinds of resources. The decision making system determines the patterns of
the material and the information systems’ behavior in order to transmit, process and
remember the necessary information.
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Figure 4. The production system management model

The CIMOSA methodology allows using the enterprise model for planning and
strategic management. Reaching this goal is encouraged by developing of two
components: the enterprise model being carried out and the integrated production
infrastructure. The enterprise model is presented as a multidimensional space, the so-

called CIMOSA cube (fig. 5).

The integrated enterprise model creation process is carried out by the used on three

modeling levels:

- determining business requirements for the enterprise;
- transparent process optimization;
- the project’s technical specifications.
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Figure 5. CIMOSA methodology presentation

During modeling process the enterprise is analyzed on every level regarding
different user’s presentations considering the fact that these levels may be present on all
lifetime cycle stages, related to creation of any processes. Each of the levels is represented
in four planes (Fig. 6.), where the following are realized:

- functional presentation (action sequences are described);

- informational presentation (functions inputs and outputs are described; data model
is described);

- resources presentation (material, labor, technical and process and informational
resources structure is described);

- presentation of an organization as a system of authorities and duties.

The corresponding structures are designed within the CIMOSA methodology in a
way that they are mostly suitable for computer processing and provide their maximum
efficiency. In order to support this requirement, two environments have been designed, in
which:

- the developer, designing an integrated enterprise, formalizes enterprise models
designing and performs their adaptation to working in computer enterprise management
systems;

- the enterprise’s operational environment formalizes checking, testing and
acceptance of the following programs to the enterprise management informational
managing system.

These environments have sets of formal functions, which enable to carry out
integration of infrastructure and provide enterprise management system flexibility and its
independence from the project’s developer.
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Figure 6. The integrated enterprise model designing scheme in
correspondence with the GIM — CIMOSA methodology

A Conclusion

Therefore, as a result of this study the analysis of organizational structures building

methods development tendencies, aimed at raising the efficiency of modern enterprise
business-processes management systems, has been carried out; a model of an integrated
enterprise management system, notable for dynamic projection of new information links,
changing depending on specific contents of the managerial tasks being solved on the
existing enterprise organizational-production objects management functions, has been

suggested.
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Modeling of dynamic organizational structures
building process in enterprise management system
of various orders

Eugen RuZicky, Frank Schindler

Abstract:

The three types of control: closed loop control, open-loop control and isolation
control are introduced from the standpoint of rational manufacturing enterprise
management. The problem of building a dynamic enterprise management structure
is defined. The six levels of detail of the business processes integrated management
system (IMS) are suggested for the implementation of the above-mentioned chal-
lenge. For a more detailed representation of the IMS elements functionality, the ag-
gregation-decomposition approach is proposed in the work. It represents the system
as a set of interrelated elements of different level of detail. To formalize the rela-
tionships between the variations of the ISU elements building, the alternative-graph
formalization is suggested. The mathematical model of interaction between a deci-
sion maker (DM), objects of control and business processes, based on the Petri nets
apparatus is developed.

Keywords:

Enterprise management, dynamic organizational structure, network management
structure, aggregation-decomposition approach, modeling, Petri nets.

ACM Computing Classification System:

Cloud computing, Client-server architectures, n-tier architectures, Peer-to-peer ar-
chitectures, Grid computing.

A Introduction

The task of manufacturing enterprise sustainable governance remains a live issue
today on both practical and theoretical grounds.
There are three management types: closed-loop management, open loop manage-

ment, and isolated management. If a management subsystem belongs to the management
14
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system, its activity and development control is carried out in a closed loop by means of the
system’s output feedback with input. The presence of the feedback provides an impact on
production factors by means of their own resources, which allows to reach the production
system self-organization. There’s no feedback between the output and the input in the
open loop management. The isolated management is reached by organizing input and out-
put filters, preventing undesirable inputs to enter the system from the outer environment
and undesirable outputs to exit the system to the outer environment.

All the three management schemes are combined in real enterprise management
systems. The correlation between closed-loop and open loop management changes de-
pending on the enterprise’s legal organizational forms.

Management types are stipulated by using different means of the management sys-
tem, which is a variable quantity. It is common to determine the programme, the supervi-
sory, the adaptive and the extreme management types [1-4].

In the programme management the management programme is determined in time.
This is the most widely used management type for an enterprise in general, as the produc-
tive capacity is planned in connection with the calendar.

In the supervisory management the management programme depends not on time
but on some leading (supervisory) value. An essential condition for using supervisory
management is good organization of the supervisory value study and prediction works,
allowing to reorganize production timely. Conversely, the necessity of timely production
reorganizing depending on the supervisory value requires perfecting of the production or-
ganization and technology in the line of their flexibility raise.

When adaptive management is used, there’s no determined supervisory value and
the management sets the programme on the basis of prior experience. That’s why accumu-
lation and summing up conclusions from prior experience are mandatory conditions of
adaptive management.

When extreme management is used, the management programme is aimed for
reaching some function’s maximum or minimum, with any given parameters being set as
variables (input, the state of the controlled system or output). Extreme management can be
realized with a limited level of outer environment stability [5-7].

Most often production systems management has complex character combining all
four management types.

The management process should be carried out on the basis of the system approach
principles, as it represents the complex of many interrelated processes.

You have to take many decisions, performing planning, work organization, people’s
motivation, controlling and coordinating all the processes, taking place in the organiza-
tion, in the course of management functions fulfilling. That’s why management can be
presented in organizational and technical systems as a sequence of functions, making up
the management technological cycle [8-10].

The task of building an effective management structure comprises of an optimal
choice: interaction between DMs; variants of realization of management functions (goals),
business-processes and their distribution between management objects. However, com-
pleting this task is possible for a specific set perspective time period and for some set sys-
tem functioning conditions. The management system’s strategic reaction to the outer envi-
ronment’s disturbing inputs assumes completion of the dynamic effective management
structure designing task. Such a task optimizes not only the structure of management ob-
jects, DMs and interlinks between them, functions distribution for the given moment of
time but also suggests the variants of the system functioning in force-majeure conditions.

15
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Management systems functioning process may include a variety of aspects, representing a
stage when specific goals are set for the system and it has to reach them. That’s why the
management system structure must be designed in way to react to the disturbing inputs
adequately. Therefore, the dynamic goal of building an effective management structure
consists in the choice such an array of management objects, DMs, interrelations between
them and such distribution of functions and responsibility for the resources on each busi-
ness-process, that the requirements to the system’s quality characteristics would be met on
every moment of its functioning [11].

h 1. Development of a model of a dynamic network
management structure

Solving the dynamic enterprise management structure designing task is realized on
six levels of integrated management system (IMS) detalization by business-processes. On
the top level the goals, realized by IMS, are formalized, then the performed management
functions and goals, which can be detalized to separate technological and administrative
business for each DM are formalized.

The generalized task of an enterprise management system building in the conditions
of an integrated management system can be represented with the following set of
information:

<A,B,C,D,F, G, K, W>,
where A represents — the tree of IMS’ goals;

B — the variety of tasks, resolved by IMS;

C — the array of management functions, realized in IMS;

D — the array of management objects;

F — the array of administrative business-processes;

G — the assembly of DMs, forming management hierarchy;

K — the array of choice criteria (in accordance with the enterprise’s regulations);

W — the array of acceptable alternative variants of the dynamic management
structure, realized in IMS.

The mechanism of building a dynamic network management structure within the
framework of an IMS to choose a rational managerial solution from the array of
acceptable alternative variants in order to reach the set goals, is chosen in accordance with
the criteria, set at the enterprise. The dynamic management structure model will be as
follows:

W, :LGJ(AiBiCiDiFi)' ©)

In order to reflect the links between the elements in the IMS the integrated
enterprise model in three dimensions (fig. 1) is used, where the following are realized:

- IMS management structures business-processes lifecycle;

- Enterprise presentation as a hierarchal organizational structure, reflecting DMs’
powers and responsibility with regard to management functions;

- IMS management objects presentation with regard to their properties.
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The dynamic
structure lifetime

/ DM Lg

Situation analvsis

Dvnamic structure designing

Dynamic structure programming

Man-
Dvnamic structure realization agement
Structure implementation results evalua- / objects

graph Lp
Dvnamic structure standardization

Dvnamic structure storage in the DB

Dvnamic structure deletion from the DB

Figure 1. Presentation of interlinks between IMS elements with business-processes

A 2. The aggregation-decomposition approach
for IMS elements modeling

In order to reflect the interlinks between IMS elements the aggregate-
decomposition approach, consisting in the system’s presentation as an array of interlinked
elements of different detalization levels, is used in the work. In order to formalize
interlinks between different variants of IMS elements building the alternative-graph
formalization, in which different management system elements (or such elements’ arrays)
building variants are set as an alternative graph node and the arcs reflect the character of
relations between them, is used [12-14].

The aggregate-decomposition approach includes two related stages:

- the sequential decomposition of the functions, goals, business-processes, carried
out by the system;

- aggregation of elements on the corresponding detalization level to generate vari-
ants of building correlations in the management system in general on the considered
detalization level.

In order to solve the dynamic network organizational structures in an object-
functional enterprise management system it is necessary to build the following graphs:

- the La graph sets correlations of the alternative variants of management goals
reaching;

- the Lg graph sets alternative variants of management tasks fulfillment;

- the L graph sets alternative variants of management functions realization;

- the Lp graph reflects correlations between management objects;

- the Lg graph reflects variants of administrative business-processes realization,
regarding technologic ones, and it can be detalized to separate business-processes’ and
aggregates’ stages;
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- the Lg graph determines DM hierarchy and possible correlations between them
while managerial decisions realization [15-17].

Typical system parts are separated during business-processes level aggregation.
Aggregation on the tasks level leads to separation of typical tasks and aggregation on
higher levels allows to determine the system’s aggregated functions and its goals.

In order to solve the task of a dynamic management structure building it is
necessary to determine every detailization level as classifiers:

L, =(A N), where A={A°, A", A"} ()
L, =(B.M), where B={B°,B',..,B®"} (3)
L. =(C,Z), where F ={C°,C",..,C°"} 4)
L, =(D,X), where D =(D"’,D',...,C®"} (5)
L. =(FY), where F ={F° F',.. F™" (6)

Let @ be an operation of array elements displaying. The optimal displaying should
provide some target function (functions’) extreme point in case of set limits adherence.

The generalized network management system building task is described by the fol-
lowing definition:

Aen; (7
ceC(A); (8)
D 65; ©
[c e C(A)]w[D e D]. (10)

If technologic processes and the management system objectives tree are set, then
the dynamic structure building task lays in the (7)-(10) definition; if technologic process-
es, the system’s objectives tree, the performed management functions and the array of
management objects are set, then it lays in the (10) definition.

Solving the dynamic management structures building task is closely related with the
problems of distributing functions, responsibility for the enterprise’s resources with a
permanent set of management objects, DMs, management levels number. That’s why
there’s the necessity of solving the dynamic management structure building task, includ-
ing the choice of an IMS functioning principles and algorithms. In general case these
problems are interrelated, because if you change the structure the system of target func-
tions and inner links also changes and, consequently, the system of the system’s elements’
behavior also changes [1-4].

It is possible to point out the following directions of dynamic management struc-
tures building:

- building a structure with set system functioning algorithms and functions;

- synthesis of functioning algorithms, functions, the rules of DM behavior and their
interactions within the set hierarchal system;

- building a management structure, including both management system functioning
optimization, and functions distribution along IMS nodes and their contents choice.

- Solving the third goals unit is suggested using the aggregate-decomposition ap-
proach. Depending on the level of detailization of the tasks, functions and goals
performed by the system and on their displaying by IMS levels the following typical
management structure building task settings can be used:

- the optimal displaying of the tree of objectives, performed by the system (the La
graph) on the hierarchal organizational management system (the Lg graph); the array of
18
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DMs and their correlations are mainly determined by peculiarities of the system objectives
graph;

- the optimal displaying of the array of functions, tasks, performed by the system,
management objects (the L¢, Lg, Lp graphs) on the DMs array (the L¢ graph) regarding
the peculiarities of the Lg graph;

- optimization of the administrative business-processes contents and realization var-
iants and DMs’ (the Lg and the Lg graphs) during the managerial decisions taking process.

The dynamic management structure building task consists in the directed DMs

choice from the array of management objects {D} of such an assembly of D, € D ele-

ments, that would provide performing the array of the function system elements {C}. The
management objects array concept design model can be presented as follows:

t
C®—>6°>D; =>D; eD°, (1)
i=1

where i is the alternative network management structure variant index; 0 <y <V, V is
the alternative network structure variants quantity;
0 is the correlation of management elements arrays and management functions.
Using the procedure of choice the array of alternative network management struc-
tures array is formed inside the DY array following the 6 links in IMS circumstances for

every DM — W\f . The task of a DM is choosing a rational scheme of relationship while
taking managerial decisions using the following parameters:

Wy (SS)eW,, (12)

where S is the range of dynamic management structures within the IMS framework.
The mechanism of dynamic network management structures building within an
IMS is presented on figure 2 [1, 12-14].
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Figure 2. The mechanism of dynamic management structures building within an IMS
by business-processes
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Legend:

I. — Enterprise presentation as graph-arrays

II. a) the LG array,

b) variants of dynamic management structures for a managerial decision realization.
1 — data modeling

2 — management functions modeling.

A 3. The mathematical model of interaction between a decision mak-
er (DM), objects of control and business processes, based on the
Petri nets apparatus

The mathematic model of interaction between DMs, management objects and busi-
ness-processes is built using the Petri net apparatus. When building a Petri net positions
can be displayed as DMs as well as situation analysis state; and the transitions can display
both managerial decisions and messages about some events. In order to reflect a compli-
cated transition in the network an element is used, which considers an assembly of inner
situations while taking managerial decisions about the transition from one DM to another.
The contents of positions and transitions in Petri nets reflects the sequence of taken mana-
gerial decisions and functional connections between DMs rather fully (fig. 3).

Figure 3. Petri net of an integrated enterprise management system building

Legend:

G| — G4 — DM, an entity from the {G} array,

R — the customer

O — an element of time interval, equal to the order realization time, from the start of produc-
tion to being given to the customer

U, — Ug — managerial decisions, an assembly from the {F} array.
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While building a Petri net the following conditions have to be considered:

1. Interaction between IMS and outer environment, as well as between elements
within the IMS is carried out by means of signal transmission, the mutual influence, per-
formed outside the signal exchange mechanism, is not considered.

2. An input for any IMS represents an assembly of input information; the i infor-
mation flow is meant for receiving elementary signals xi (t) < X, i = 1, n. The same way
managing and output information flows are input.

3. The outer environment is reviewed as some aggregate, characterized by the as-
sembly of input and output signals.

4. Elementary signals, transmitted by a specific output information flow, can be
transmitted to a specific input or managing informational flow in case if an individual el-
ementary data transmission channel, connecting the stated information flows, is realized in
the system.

5. Each input and managing information flow is connected by not more than one in-
dividual channel. Every output information flow can be connected by any end number of
individual channels in case that the input and the managing input of every IMS element is
directed by not more, than one of these channels.

The structure of links between IMS elements and the outer environment is deter-
mined by the assembly of individual channels, realized in reality.

Thus, building correlations between IMS elements regarding the stated rules and re-
alization of managerial decisions making processes within the framework of Petri nets,
regulated by the enterprise standards, allows to avoid conflicts during business-processes.

The correlations of the assembly of integrated enterprise management systems’ aims,
tasks being solved, management functions, management objects, DMs can be represented as
matrixes. Thus, the correlation of the management functions array and the management ob-
jects is represented by the A = || aij || matrix, where the aij value determines the efficiency of
the j management function’s managerial impact on the i management object.

The same way management objects array interaction matrix with the DMs array and
management tasks array interaction matrix with the management functions array are built.

Projections
—— matrix —
— Projections 3
matrix
2
DMs Projections
i matrix
1
Business- Management Manage-
processes objects ment
functions
\ 4 ¢ A ¢ \ 4 ¢

Network dynamic organizational structure on the basis of an integrated
management system

Figure 4. Building dynamic management structures within the framework

of an integrated management system
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A Conclusion

Therefore, as a result of this study a model of interaction between an integrated
management system elements, providing realization of managerial decisions making
processes within the framework of the Petri nets, approved by the enterprise’s standard,
has been designed.
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Algorithmization of dynamic enterprise
management structure building and target
function of its development

Frank Schindler, Vera Kostrova

Abstract:

One way to improve an enterprise operation efficiency is to improve its control sys-
tem. To solve this problem based on the analysis of the main approaches to the de-
velopment of enterprise management structure and organizational structure design
principles, an algorithm for building a dynamic management structure in conditions
of the business processes integrated management system (IMS), and an algorithm
for building a target function of its development are proposed. The first algorithm
consists of 11 consecutive steps. Its functioning in real time is performed via the de-
cision-maker query system to the enterprise integrated data base. The second algo-
rithm is based on the building of a resultant set of performance indicators of a sin-
gle criterion with an application of the axiomatic and adaptive approaches. The de-
veloped algorithm is based on the expert information and provides accounting of
the quantitative prognostic assessments of enterprise business processes.

Keywords:

Dynamic management structure, organizational structure, target function of enter-
prise development, business process, expert methods, adaptive approach.

ACM Computing Classification System:

Cloud computing, Client-server architectures, n-tier architectures, Peer-to-peer ar-
chitectures, Grid computing

Introduction

An organizational structure creates conditions for the enterprise’s activity perfor-

mance and reaching the set objectives. It develops and changes influenced by the peculiar-
ities of the enterprise’s strategy, its inner complication and changes of the outer environ-
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ment. There’s a wide range of structures, stretching from stable monolithic formations to
dynamic monolithic formations of modern organizations [1].

Material and economic elements of an organization’s structure and the process, that
take place in it are inseparably associated and they organize the unity of its static and dy-
namic characteristics.

If you consider an enterprise as a management object you can singularize the fol-
lowing directions of its integration:

- management methodology: policy, mission, goals, principles, methods, enterprise
functioning technology;

- management process: communication lines, elaboration, realization, managerial
decisions’ technical support;

- enterprise management structure;

- functional, organizational structures, human element;

- enterprise integration process technical support.

The integration process represents uniting all subsystems into one banded system.
Whereby the methodological basis for an enterprise integration are system analysis meth-
ods, used in enterprise management system perfecting, new organizational management
forms designing and modeling.

It’s important to pay attention to the process of changing the management style from
authoritarian to democratic during an enterprise management systems integration. This
leads to the evolution of management systems from the bureaucratic model, which is a
strictly regulated system, to the dynamic model. One of the evolution factors is manage-
ment decentralization. Decentralization means delegation of authorities to lower levels,
which encourages better functionality of managers’ activities. Decentralization practice in
administration structures indicates its different advantages. Firstly, it activates development
of managers’ professional skills, which raises their responsibility for decision making. Sec-
ondly, a decentralized management structure stimulates the growth of competitiveness in
the organization, creates the challenging atmosphere. Thirdly, a manager expresses more
independence and can see his contribution into problem solving in such a structure, which
influences the results of the company’s overall performance positively [1-4].

It is worth noting that Adaptation of an enterprise to new social-economic circum-
stances depends significantly on the efficiency of solving the task of forming the target
integrated enterprise management structure function formation in correspondence with the
realized business-processes [5-7].

h 1. The main approaches to the development of enterprise
management structure and the optimal organizational structure
design principles

There are two typical approaches to an enterprise management structure formation.
The first one implies building the management structure regarding the enterprise’s inner
formation, division of labor and management rationalization. The second one originates
from proceeds from the necessity of constant management structure adjustment to the
outer environment conditions.

The first approach has become the basis for formal (hierarchal) management
structures, based on the following statements:

- division of labor on the basis of functional differentiation;

- strict power hierarchy;
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- a system of rules, defining each enterprise member’s rights and duties;

- a system of procedures, defining operation procedure for all situations you can
face in the organization functioning process;

- ignoring personal behavior in relationship between the organization’s employees;

- employee choice and promotion on the basis of their qualification.

Hierarchal type organizational structures contain:

- line-functional structure, based on a line management vertical and managerial
labor differentiation in regard to the organization’s functional subsystems;

- line-headquarters structure with a group of specialists, the so-called headquarters
or operational analysis cell, being created to help the manager. Its goals include collecting
and analysis of information about the outer and the inner environment, performing control,
preparing solution projects, current information sharing and consulting the manager;

- divisional structure motivating an enterprise’s division into elements and blocks
by types of goods and services, groups of consumers or geographic regions.

The organizational structures, stated above, are characterized as complicated (with
big number of horizontal and vertical interconnections); high-formalized; with top
downward communications and insignificant participation of lower personnel in decision
making.

The second approach to building an organizational management structure has
appeared in the second half of the XX century. Its main characteristic is the orientation to
the organization’s link with the outer environment and its changes. This approach is
represented by the matrix, brigade and project management structures, significant for
group and individual responsibility of every employee for the general result. When such
an approach is used there’s no necessity in deep labor differentiation by types of works
and special relations, imposed not by structure, but by the solved problem character
appear between management process. That’s why you have to consider the following
principles while building organic type management structures:

- orientation on problems and abilities;

- lowering hierarchy to the minimum; polycentrism and changing leaders depending
on the problems being solved; temporary functions assignment to groups;

- high level of horizontal integration between personnel; the orientation of
relationship culture on cooperation, the personnel’s mutual information awareness, self-
discipline, development and self-organization.

The main tendencies of organizational structures evolution are the following:

- decentralization, reducing the quantity of levels in the management apparatus. Big
companies have created or are creating strategic profit centers, that have gained wide-
ranging powers in performing independent production and commercial activities, with this
aim. Such centers (departments) fully finance their activity, enter business partners’
relations with any companies;

- organizational structures reorganization;

- operations diversification, creation of small companies with innovative functions,
oriented on production and active promotion of new products and technologies in the
markets, aiming for reaching firm positions in the markets, within big enterprises;

- waiving administrative bureaucratic managerial structures. Wide usage of efficient
means and ways of motivation, including distribution of shares between employees, and
creating companies, being collective property of their employees, in the course of
management process;
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- orientation on market environment and satisfying the requirements of and
inquiries of clients (an important factor of continuous perfecting and building
organizational structures);

- expansion of charitable, humanitarian activities of organizations. Companies can’t
function and evolve successfully being reserved, «buttoned-up» organizations, only
interested in reaching their own inner goals.

At an enterprise creation, building the management structure and system
organizational designing methods are used.

The main aim of organizational designing is providing high level of an enterprise’s
activity organized nature. In order to reach high level of organized nature of any activity it
is essential for it to be designed, directed with necessary instructions, information and
resources, performed by a rational technology for this data [8].

When a new organizational structure is designed the enterprise must tend to reach
the following goals.

1. Determine the types of physical and intellectual labor to be performed.

2. Distribute duties according to positions in such a way that they would be
performed successfully and responsibility for their performance could be laid on
individuals or groups, establish functions and responsibility for their performance.

3. Provide employees of all levels with:

- information and other means, necessary for more effective duties performance
(including feedback regarding the quality of their work);

- efficiency measures, coinciding with the organization’s goals and objectives;

- motivation for working with maximum performance.

Moreover, when you design an organizational structure, you have to consider the
following factors:

- forming final activity objectives as an initial basis for organizational structures
creation;

- consistent consideration of organizational structures;

- variant-typologic arrangement of organizational structures’ fundamental
properties;

- multifactorial evaluation of management system requirements from the
management object;

- working out an organizational method of the management system performance.

System approach to designing an organizational structure is displayed in the
following aspects:

- it’s important to consider the maximum quantity of factors, influencing each
management task;

- it is required to identify and interconnect a system of functions, rights and
responsibility in the management vertical — from the top to the bottom production
management link in connection with the set goals;

- it is required to explore and institutionalize all links and relations in the
management horizontal, i.e. in relation to coordination of activity of different links and
management organs while performing general running tasks and perspective
interfunctional programs realization;

- it is necessary to provide a seamless combination of management vertical and
horizontal, considering finding a correlation of management centralization and
decentralization, ideal for the given circumstances.
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All of this requires a profoundly elaborated step-by-step structures designing
procedure, detail analysis and definition of a system of goals, circumspect organizational
divisions and their coordination forms detaching.

In order to build an optimal management structure the following factors should be
considered:

- stratification;

- formalization;

- centralization;

- organizational structure complication.

This being said, the new management structure has to be adaptive, possess
minimum quantity of hierarchal steps and shortest ways of information transferring [9-12].

A 2. The algorithm of building dynamic network organizational
structures within an object-functional management system

Realization of business-processes within an integrated management system may dif-
fer from the enterprise’s approved standard. Under such circumstances DMs must interact
following the designed algorithm, assuming taking rational managerial decisions in real
time situation. The functioning of the algorithm in real time situation is performed using
the system of DMs’ queries to the enterprise’s integrated database.

Step 1. Arising of the situation, requiring a managerial decision to be taken. Such
situations can arise on all IMS management levels during the enterprise’s standard busi-
ness-processes realization.

Step 2. The DM acts according to Petri net within the enterprise’s regulations
framework. For every group of problems, requiring managerial decisions to be taken, reg-
ulated Petri nets for DMs interactions are designed. Using these regulations allows to take
rational managerial decisions in real time situation, excluding conflict situations.

Step 3. Checking the current business-process’ compliance with the regulations
within the IMS framework. The business-process’ deviation from the regulations is rec-
orded in the integrated database, allowing DMs {/P"} to see the deviations occurred.

Step 4. The transition of managerial actions one level higher along the management
hierarchy.

Step 5. Finding reasons of deviations from the regulations using the Ishikawa dia-
gram on the level of DMs {P"} (fig. 2.1). Dynamic structures building in the IMS circum-
stances methodology efficiency evaluation criteria are interlinked and they represent rea-
son-and-consequence strategy links: from the end financial results to the resources, inevi-
table for their reaching. That’s why in order to provide rational management within IMS
the system of feedback, based on aims and success factors interaction as the "one to
many" correlation, has been created.

Step 6. Comparing actual time for the deviation reasons’ detection with the enter-
prise’s regulations. If t < ty.ndarg then transition to step 9 is carried out, if this condition is
not met, transition is carried out to step 7.

Step 7. Transition to the next level of the management hierarchy.

Step 8. Comparing the management level with the end quantity of management lev-
els on the enterprise. If after the cycle running from step 5 to step 8 the top management
level has been reached, the transition to step 9 is carried out, if not, the transition to step 5
is carried out.
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Arising of the situation, requiring a managerial
decision to be taken

‘

A DM {P"} acts according to Petri net within the
enterprise’s requlations framework

D= Dstandard

n=n
v

Finding reasons of deviations from the regulations using the
Ishikawa diagram of DMs {P"}

A 4

t= tstandard

v:
Building a new Petri net for managerial
decision realization

v

Including the new Petri net into the integrated
database

¥
Realization of the DM’s {P"} managerial decision

Figure 1. The algorithm of building a dynamic management structure within the
IMS framework by business-processes

Step 9. Building a new Petri net for a managerial decision realization. Realization of
this unit is performed by the DM of that management level, where the business-process
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deviations from standard were detected. A Petri net can only be built by DMs, having
powers in accordance with their functional duties.

Step 10. Adding the new Petri net to the enterprise’s integrated database. Realiza-
tion of this step is performed within the enterprise’s regulations.

Step 11. Realization of the managerial decision on the DM {P"} level.

The method of building dynamic network management systems in the circumstanc-
es of an IMS allows to read information about the correlations between DMs, management
objects, management functions from the integrated database. That’s why any deviations
from the business-processes’ normal operation are fixed in the integrated database. A DM
{P"} finds the reasons that had led to the non-standard situation using the Ishikawa dia-
gram after the deviation appearance and then follows in accordance with the authorities
given to him, considering the enterprise’s designed time regulations (fig. 2).

N

Problem

ST e

Figure 2. Ishikawa diagram of reason-consequence links in an IMS

A 3. Target dynamic organizational enterprise structure
development function build-up process algorithmization

As the integrated enterprise management system development is characterized with
a set of efficiency factors y,, i = 1,7, which are reached in a specific sequence with various

execution length y,(t), there should be the main condition, characterizing the target func-
tion of an integrated management system development by the enterprise:
(t) {yl(t) !yi(t)!"'vyl(t)}' (1)

Its forecasting should be carried out using the retrospective information. Multiple
approaches are used in order to fold specific factors into generalized ones.

Firstly, priori folding is used, which allows to fold separate factors into a united one
on the basis of the information you have. It’s important to find out the possible factor fold-
ing structures using this approach. Additive folding is used, which should satisfy the fol-
lowing conditions.

1. The Q) function should be invariant to shear transformation

Y1) =yi(1) + Cy, (2)
where C; is any constant.
This means that the following condition is met: ’ '
Fit),e. i), 9103 = Q00 10,y o), (0}
2. The F{v;(1),....yi(1),...,y()} function must be invariant to changing the scale of
any factor )
Y ) =1y, 3)
where [, is any positive number.
This means, that the following condition must be met
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Fi(0), i@, (03 = F 10y 0,y (0},

3. The F{y(¥),...,yi),....y(t)} function must be invariant to towards transformation
Y =1Ly ()+C,. 4
The following folding meets the stated demands (5.2)-(5.4)

FO 0 Oy, 3= X 2020 S 00, @)

1 1

1
where o are scale coefficients, 0 < oy <1, 20‘1 =1;
i=1

/"™, y/" are the assumed minimum and maximum values of the forecast y;(2)
function correspondingly.

A posteriori folding is performed in situations, when the information you have is
enough for precise generated factor statement.

In this case there’s a possibility in active information accumulation during the fore-
casting process. You can often manage to perform accumulation after carrying out a small
number of experiments.

Experiments lay in checking the conjecture of some hypothesis about an enter-
prise’s behavior as an economic system, which, after being performed, lead to partial or
full elimination of the uncertainty, caused by determining the main restructuration pro-
gram condition — the choice of a generalized factor and its parts. Such an approach is axi-
omatic.

The axiomatic approach is the most applicable from the point of efficiency among
the considered approaches. If the axioms are used wisely, it is possible to reduce and
sometimes even fully eliminate uncertainty in choosing the generalized factor. However,
application of axiomatic methods is associated with significant problems. Firstly, the ex-
isting axiom systems are not always easily verifiable in specific tasks. Secondly, building
axiom systems is impeded by the fact that they must be not complicated on one hand and
informative enough to eliminate the possible uncertainties, on the other.

It is also possible to use adaptive approach, when each of the experiments carried
out is not as informative as when the axiomatic approach is used and in order to eliminate
uncertainties in choosing the generalized factor you have to carry out a significantly big-
ger number of such experiments. When such an approach is used each next experiment is
carried out with regard to the result of the previous and factors folding represents an axi-
omatic target.

In order to build an adaptive algorithm of forecasting using a generalized factor it is
suggested to unite forecasting and o scale coefficients setting in one cycle of the general-
ized Q) function (5.5) using expert information [11-17].

In order to perform forecasting in the specific [#+1] moment of time using the
known y/1],y/2],...,y[n] time series the

yint1]=ay[0]vay[I]+...tay[n]+&:.. (6)
line model is accepted.

In order to determine the unknown g; coefficients in the (5.6) equation we’ll use the
least squares method. We’ll define the y/n+1] value with the help of a line combination
and the z;/n+1],...,z/n+1] functions, which take the zjn + 1] = y[n - 1], j =0, 1, 2, ... val-
ues. These functions are independent variables. All the data, subject to processing, is col-
lected into table 3.1.

We’ll use the statistical criteria to choose those, which are enough while building
the
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yinj=apzi[n]taizz[n] + ...t azi/n], k < n. )
line model, from the full array of independent variables, given in the table.

In order to set scale coefficients it is suggested to the expert to set the assumed bor-
der level of each y,(#) factor mentally at the y,””* forecasting stage. In this case it is con-
sidered, that the factor’s scale coefficient in the Q(#) generalized function and the y,”"“"
scale coefficient coincide on the forecasting stage.

Table 1 — Values of parameters and the corresponding functions

Stage Parameters | Independent variables

number | value z1[n] 2,[n] z3[n] . Zna[n] | z4[n]
0 y[0] - - - EE -

L y[1] - - EE -
n-2 y[n-2] y[n-3] |y[n-4] |y[n-5] |. - -
n-1 y[n-1] y[n-2] |y[n-3] |y[n4] |. y[o] |-

n y[n] y[n-1] Jy[n-2] [y[n-3] |. y[1]  ]y[0]

The y,[n+1] line forecasting model is built for every factor. The a, coefficients are
set and the forecast generalized

I
Fln+11=> a,y[n+1]. ®)
i=1
factor value is determined on the basis of priori information.
Simultaneously the following value is counted

I
~bord
Fbarder[n+]]: Zalyl order . (9)
i=1
After the computing, stated above, the information is analyzed by an expert. If the
expert is not worried about the quick approaching to border values regarding the general-
ized factor and each individual factor, the generalized factor reflects individual factors’
tendencies, then the o, coefficients are used for the next step of forecasting. In case of
contradictions between the evaluation of the generalized factor changes and some (S™)
factor the adaptive adjustment of the o, coefficients for the (n+1)" step of forecasting is
carried out.
The evaluation of contradictions, stated by the expert, is formalized the following
way:
A'=LA"=-1LG=11i#s),
The coefficients adjustment algorithm looks like this
n n+l
o, +& o’ —
at=—— i at =" (i=11,i#5)
1+&" 1+&"

" = &" expla signd’ — A'™M)],
where a is some positive constant.
The structural scheme of the target enterprise management system development
function forming algorithm, providing record of quantitative forecasting evaluations of the
realized business-processes on the basis of expert information is presented on figure 3.
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Entering data about the 7, (¢),i =1, 1, factors’ values,

characterizing an enterprise’s functioning
[

A priori evaluation of scale coefficients and the
a,i= 1,1
enterprise functioning factors

|
Setting border levels for the

border

7, ,i =1,1 factors

Building the line

71 [n +1],i =17
forecasting model
[ The adaptive setting of the

Counting the F|n +1] a™,i =11 scale coefficients
generalized factor value I

| Expert evaluation formalization
Counting the F*"[n +1]
generalized factor value

Are the tendencies of

71 — j/forder and
Fln+1]< F“ [n+1]

change adequate?

Forming the target integrated enterprise management system development
function in accordance with the generalized factor

Figure 3. Structural scheme of the target integrated enterprise management system
development function forming algorithm

A Conclusion

Therefore, as a result of this study the algorithm of building a dynamic structure in
an integrated enterprise business-processes management, realized in real-time mode and
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allowing to make rational managerial decisions, excluding conflict situations, has been
formed; the algorithm of generation of a target function of an integrated enterprise
management system development on the basis of expert information forecasting and
analysis procedures, has been developed.
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Expert-optimization modeling of control actions
choice and allocation of functions in dynamic
organizational structures

Martin Sperka, Juraj Stefanovic, Igor Lvovich

Abstract:

A lot of modern enterprises have a network organizational structure. Along with the
rapid expansion of external networks of cooperation with contractors, the incom-
pany network organization is being transformed into a new, perspective means of a
company dynamization. Compliance of the dynamic organizational structure with
the targets of an enterprise functioning is determined by the degree of the control
actions influence. To select the optimal control actions providing development of
the dynamic organizational structure of an integrated enterprise management sys-
tem, the adaptive choice algorithm diagram based on the results of the enterprise
functioning indicators monitoring and expert assessments, is din order to select the
reasonable variant of distribution of functions between levels and elements, the
multi-alternative expert optimization model of an enterprise dynamic organiza-
tional structure improvement, based on the adaptive procedures is developed. By
the example of a real enterprise, the example of building of the dynamic structure of
business process management in an integrated management system (IMS) is con-
sidered. An approach to the development of an entity-relationship model of the de-
cision maker (DM) organizational interaction system within the selected business
process with the use of temporary databases, which provide support to an enter-

prise procedure, rules and regulations, as well as efficient information processing
in real-time mode.

Key words:
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ACM Computing Classification System:

Business process management, Business process modeling, Business process man-
agement systems, Business process monitoring, Cross-organizational business
processes, Business intelligence

A Introduction

Organizational structure of a modern enterprise determines effectiveness of its ac-
tivity and achievements of the determined business objectives.

Currently a new ideal organizational type, called network organization, is character-
ized by a network structure of freely interconnected equal and independent participants.
The main configuration of network organization can be determined as a self-organizing
political structure, forming with an orientation to specific goals and objectives and
changes with every new problem situation uprising without disturbing the established
managing relations balance. The basis of such a structure is constant, all-system commu-
nicational, reflexive interactions [1, 2].

New organizational-managerial forms are characterized with the following special-
ties:

- a «flat» hierarchy with clear power legitimation;

- responsibility decentralization with group forms of labour orientation;

- vertically and horizontally directed organizational connections and communica-
tion lines;

- cooperation coordination with the help of strict rules, goal setting and exact result
evaluation.

Along with rapid outer contractor cooperation networks expansion, the intracorpo-
rate network organization becomes a new, perspective means of an enterprise dynamiza-
tion and the practical organizational-managerial forms dynamization strategies can be di-
vided into the following types.

Dynamization by introducing market mechanisms. Hierarchal management by
means of power and rank is replaced at the enterprise by marketing powers on the basis of
profit centres, participation in profits and other financial incentives. As a result of "inner
markets" creation the money partly takes the function of the means of power coordination
in a traditional organizational pyramid upon itself.

Dynamization on the individual behaviour level. In this case an effort is made to
overcome the disadvantages of traditional forms by programme initiatives of inner enter-
prise spirit raising, aimed for individual behaviour dynamization.

Dynamization with the help of innovative combinations of different managerial
strategies. In this case an effort is made to interlink the advantages of market logic with
hierarchal control, minimizing the disadvantages of the latest and orientating on interor-
ganizational cooperation forms, such as alliances, strategic networks and virtual enter-
prises. This strategy is based on new managerial logic — management using expert knowl-
edge, and ultimately it means developing the intercompany network organization on the
basis of trust and cooperation capability.

Correspondence of a dynamic organizational structure to the enterprise functioning
goals is determined by the rate of managerial actions’ influence. Simultaneously with the
set of actions determining you have to determine their realization rate [3, 4].
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A 1. Modelling of the process of choosing managerial actions, provid-
ing development of dynamic organizational structure of integrated
enterprise management system development

It is helpful to grade the set of managerial actions in correspondence with the result
of informational monitoring of enterprise activity factors for the current moment using the
priory ranging method and choose the most significant ones, which will build the basis for
building an assembly of managerial actions measures for a dynamic organizational inte-
grated enterprise management system structure development.

Realization of these measures in modern conditions should be flexible and consider
the possibilities of quick change of managerial actions priorities. An adaptive scheme of
choosing actions with forecasting on the basis of informational monitoring results is sug-
gested in order to provide the stated demand.

The following information sources for flexible choice of managerial actions set are
used in the adaptive scheme:

1) forecasting expert evaluations of enterprise management about the efficiency of

the j™ (j = 1,n) managerial impact on the i" factor, characterizing the organizational
structure development

B.={ 1 if the expert is satisfied with the effect (L.1)
Y| -1ifnot

2) the data of informational monitoring of the i™ factor changes at the j™ impact;
V yij> 0 — change in the desired direction;
Vyij < O — otherwise; (1.2)

3) forecast evaluation models

7= plyy @€)< ¥/1, (1.3)
where 7 is the value of probabilistic forecast evaluation;

p is the probability value;

y"yis the i factor, calculated using the mathematic model for the t, moment of time;

yP, is the value of the i factor, desired by the expert.

If forming of (1.1), (1.3) evaluation doesn’t require additional expert evaluation and
monitoring results processing, it’s necessary to form a forecast model of the time sequence
for the y; factor of the following type

yi(t) = @ (ag, ay, a, 1),
where ¢ (*) is the functional dependency from t, expressed analytically; a, a;, a, are the ¢
function parameters.

The existence of an array of possible random ¢ function realizations with the indus-
try sector’s financial-economic state factors irregularity is considered as the result of the
a,,d,,d, parameters’ stochastic nature. In this case a random process is expressed by the

following model:

5(0 = @(503 513 529 t))
and computing of numeric characteristics, such as: the m [@(t)] mathematical expectation
and the D[ @ (t)] dispersion, necessary to get the evaluation, is performed on the basis of
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approximate mathematical statistics formulae using the a@,,a,,a, parameters’ numeric

characteristics.

In the circumstances of the starting economic growth, related to realization of

measures of influence on the organizational structure the
o(t)=ag+a,t+a,t’. (1.4)
quadratic model seems the most acceptable

The (1.4) approximation has the biggest margin of error in comparison to the line
exponential and logarithmic functions. It is helpful to determine the (1.4) model’s coeffi-
cients on the basis of the exponential smoothing method, as it allows to consider the val-
ues of y;(t) monitoring, close to the choice at the moment of four managerial actions’ pri-
orities with bigger significance.

The following peculiarities of random process disposal using the (1.4) model are
stated as a result of statistic data of an enterprise financial state factors.

1. The ay parameter depends on the state of the economic sector under the influence
of influence measures and on the stage of reanimation and transition to stable develop-
ment is a determined value.

2. The relative mean square deviation for the a, linear factor is significantly smaller
than the corresponding value of the a, non-linear factor in connection with different ten-
dencies of financial state dynamics for specific links of the economic sector’s organiza-
tional structure:

o(a,) __o(a,)

m(d, ) m(d, )

where m (°) is the mean-square deviation designation.

That’s why you should use the

a;=m(a).

parameter value during calculations.

3. Realization of the a, random value that depends on changing a big quantity of
random factors, influencing the enterprise functioning process, showing no obvious domi-
nation, conforms the normal probability law

f(az):

1 a, —m(a,)
—expi- —
N2ro(a,) 20(a,)
where f{(+) is the random value frequency curve designation.
In this case the p(0) function’s numeric characteristics are determine the following way:

mp(t)] = a, + m(al )+ m(az )tz
DIG(0)] = D@’ + D@’

b

As the IFU distribution tends to normal for the set period of managerial decisions
taking, the (6.3) evaluation is calculated the following way

05+ o PO,
olp()]

where ¢ () is the normalized Laplace’s function,

y*i is the value of the i™ economic sector state factor, desired from the point of crisis
state escaping stage.

Rational choice of influences using the (1.1)-(1.3) array of evaluations is performed
during multiple stages:
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1. Transition from the ordinal evaluations scale of measures of influence priorities in
correspondence with the results of monitoring for the set period to probabilistic evaluations:

9
a0
2.9,
j=1
where Qj is the ordinal evaluation of the j™ managerial action;
n is the quantity of influence measures;

Qj1 > Qy, if the significance of the j, influence is bigger than that of the j; influence;
P’; is the initial probabilistic evaluation.

p; =1

J=1
2. The choice of an influence measure for the latest (k = 1,2...) period of the y; fac-
tor change in the desired direction.
That’s the goal of using the following logical rule. For the first (k = 1) period we
use the managerial action, that has the smallest Q; degree, acquired in accordance with the
results of the y; factor monitoring,.

For the following (k > 1) periods we perform the comparison of the pjk, j=1,n prob-
abilistic evaluation with a random & number, well-distributed on the [0,1] interval. If 0 <&
> p,, then we carry on managing using the previous influence, otherwise we proceed to
the next one and so on.

3. Correction of pjk, j=1,n probabilities values for new management periods.

The necessity of p; probabilities values correction for the k™ period is determined
after the ©* evaluations. If ©° < 0.87"", then the correction is necessary.

The p; probabilities values correction using the (1.1), (1.2) evaluations is carried out
by the following algorithm:

—1/k * Sign [Bé?—lBé?]

k _ k-1
k-1 k
P 1- P
p‘fc = | 4 (k_ll/ ),V :l,n,V #*+ j’
1 - P
J
; : k-1 _ o k
if SignB ij = SignB i = -1
— * Gj k—-1vy k
or pk. = pk._ll Lk Slgn [Vij Vij]
J J
if Sign Vy,;‘-_l = Sign Vyg. - _1;
- p§71+gk pk: pkal
g l+e* 777 1+ e’
gk — gk—llfl/k*Sign [B;’IB‘]/F]
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or 5? _ gf_ll—l/k*Sign [VFf'VFF]
if Sign VFijk’lz—l,Sign Vyt =1,
. 1,if z >0,
where Sign (z) =
-1,if z< 0.

pi=1,pf =0,y =1l,n,y = j,
if SignB E-1 SignB ko Sign \V4 yij]f*l =

ij g

Sign Vyl.jl.“l:l;

py=mr, .p,=rp,;"
if SignB 7' =1, SignB [ = -1
or Sign Vyi]'f*l:l,Sign Vyl_j’_"lz -1

A 2. Expert-optimization modelling of the process of functions
distribution in dynamic organizational structures of an integrated
enterprise management system

Development of an enterprise’s dynamic organizational structure is carried out si-
multaneously with perfecting the integrated management structure. This process is related
to adaptive distribution of management functions between the top — administrative — and
the bottom — production — management levels. The efficiency of measures of influence on
the development of a dynamic organizational structure is determined by justification of
management functions’ distribution [5-7].

The expert-optimization modelling is used to choose the rational variant of func-
tions’ distribution between management levels.

The economic segment’s top management level is represented by j = 1, n elements

and performs i = 1, m management functions in correspondence with the realized busi-

ness-processes.

It is necessary to determine the significance of every i™ management function on the
first stage for decision taking at the higher level. Such a possibility is presented by group
expert evaluation of these functions using the priori ranging method. The value of a; rates
can be from 1 to m depending on function significance. Normalized values are introduced
to increase the comfort of using such evaluations:

bi = l— .al .
1

2.4
i=1
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Forming the set of influence measures i = 1,7

v

Priori ranging for the k = 1 period in correspondence with monitoring
and expert evaluation results

'

The transition to probabilistic evaluations P'J = 1,n

'

Choice of a managerial action with the smallest qj rate

v

Monitoring the yij(t) factor during the j" influence

v

Building a forecast model on the basis of the y; (t) time sequence

'

Calculating the 7* forecast evaluation

Carry on monitoring

Carry on

A\ 4

I 210) 7t <087

Correcting probabilistic evaluations for the k™ period
on the basis of monitoring results

Expert evaluation of the j™ in-
fluence efficiency

monitoring

7/ii(t)

The transition to the managerial actions complex in accordance with

the P_jk j= Ln probabilistic evaluations

v

Choosing the rate of influences realization U B j= I,An within the
framework of the enterprise

Figure 1. A structural scheme of adaptive choice of managerial decisions in accordance
with the results of the enterprise’s functioning factors monitoring and expert evaluations
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The character of the j = I,_m management functions performing by top level ele-
ments is determined by the following discrete value:

1, if the i"" function can be fully carried out by the j" el-
ement u B 2.1
C = 0.5 if the i function can be partly carried out by the j
U element
0, otherwise

i=Ln,i=1Lm.
Alternative variables are introduced in order to analyse variants of functions
distribution:

1, if the i" function can be transferred to the higher level (2.2)
X = 0, otherwise

i=1,m.
Optimization is carried out following the principle of maximum significance at

management functions delegating to a higher level of the enterprise’s dynamic organiza-
tional structure, which corresponds with the optimality criterion

> bx, > max. (2.3)

Limitations are connected with management functions performance labour intensity
by the higher level elements.

Average labour intensity of performing the i" management function by the " ele-
ment for the specific calendar time per10d is designated as t;;, the planned labour intensity
of the j™ element management activity is T;. In this case the limitations are presented in
the following way:

Ztucl/xl <T,,j= 1,n (2.4)
Considering (7.1)-(7.4) the optlmlzatlon model looks the following way:
Zbl.xl. — max,
nycl,x, <T,,j=1n, (2.5)
1, —
X, = i=lLm
0

A random generation of accepted variants, answering the (2.4) limitations is carried
out in order to solve the (2.5) optimization task. Each variant of x,,/ =1,L is a set of ran-
dom x; values:
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X, = (% X0 X)),

FE<p
where?c[:{l’lfg =P

0,otherwise,

& is a random number, well-distributed on the (0, 1) interval,

pi is the set probability that the variable x; = 1.
Building new variants, providing maximization of the target (2.3) function on the
accepted (2.4) array, is carried out on the basis of genetic algorithms.

The array of x, 1 = l,_L variants is represented by the IT= (xy,...,xy,...,X.) popula-

tion, in which any two specimen of x,, X; on the basis of the acts of syngamy and meiosis.
The algorithm of aggregation is determined firstly, by the way of choosing a xj, x, € I1
parent pair, bearing the father’s and the mother’s gamete correspondingly (the system of
breeding), and secondly, by the scheme of multiplication. The values of the target (2.3)
function, which are interpreted as the u(x;) rate of adaptation for every x; specimen, hav-
ing the E(x;) genotype, are calculated in order to realize the stated.

The system of breeding, defining the choice of specimen for a parent pair is consid-
ered during aggregate tasks solving. In order to realize the breeding system, connected
with genotype panmixis, all the specimen (X,...,X),...,Xy) are divided into local popula-

tions [Ig # 0, g=1,G (g <L), in each of them the Hamming distances between any pairs

of genotypes equal zero. As a (x;, X;) € II parents pair any two x; € Ily and x; € Iy (I, =
I1,,) specimen are chosen, where the local populations are chosen randomly following the
probability distribution

P,=L,/L,g=1G, (2.6)
where L, is the size of the local I1, population.
Other breeding systems are determined by Hemming distances between the E(x))

and E(x,) genotypes of the two x|, X; € Il specimens. If it doesn’t exceed the set positive
number d,

d[E(x)),E(x,)]=|E(x))+E(x,)|<d,, 2.7)

where E(x)) = (lo(L,...,lo(m)....,Io(M),lo(m)) is the allel of the m™ locus of the 1* specimen,
lo(m) = Z,,; >, then the specimens are considered close relatives and choosing a parent pair
from the specimens, meeting the (2.7) condition, leads to the system of breeding called
inbreeding. A diametrically opposite system to this one is outbreeding, when the choice of
a parent pair is carried out on the assumption that

d[E(x1),E(x)]>do.

Using the quantitative evaluation of the pu(x;) rate of adaptation we can form the
systems of assortative breeding. In case of positive assortative breeding during parent pair
formation those specimens, that have close and high levels of adaptation rate are chosen.
Specimens are chosen on the basis of the following probability distribution:

p=H) i (2.8)

Z u(x,)

In case of negative assortative breeding one of the specimens is randomly chosen
following the (2.8) distribution and the second one is chosen on the basis of the following
distribution:
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1
P =[l/ —=1,G- (2.9)
= ﬂ(X,)]Z(ﬂ(xl))

An isolated situation of positive assortative breeding is selective breeding, during
which the specimens, that have the levels of adaptation, which are lower than the average
adaptation rate of the L,y population are excluded from the I1 population.

i u( )Z(u( )

Next, the random choice, following the (2.9) probability distribution, is used.

The basis for specimens breeding schemes and building new aggregated variants is
gene recombination. Recombination leads to appearance of new combinations of parent genes,
as the allel of any gene of the parent’s homologous chromosome is fully propagated to the an-
cestor in accordance with the law of dominance. At this the parents’ homologous chromo-
somes are compared by the contents of each gene. If the allels in the m™ (m = 1,M) locus are
the same in the father’s and the mother’s chromosomes [1°y(m) = 1™y(m) = Io(m)], then the
lo(m) allel is kept in the ancestor’s m™ gene. Otherwise, [1%y(m) = [Vo(m)] there’s a 50% prob-
ability that the allel or the [My(m) allel is brought into the m™ locus of the ancestor’s gamete.
This operation of random division of the parents’ genes along the ancestors’ gametes allows to
form new aggregated variants. Mutual exchange of homologous chromosomes’ sections
(crossing-over) is also possible. During simple crossing-over homologous chromosomes-
zygocites, before they split into child gametes of the ancestors, are torn apart in the random o,
spot into two MM, and M°™, parts, containing genes from (a. + 1) to M, and then they are pro-
vided with the corresponding sections of tangled genes or are restored in the initial state.

If the new variant’s adaptation rate p(xc+) > u"(x;), then this variant is included
in the array of perspective variants and the variant with p™"(x,) is excluded from the array.
Then this method of parent pairs choice is used. The process finishes after all possible
parent pairs are handled.

In order to cut down the array of perspective variants of parent pairs a reproductive
group is formed on the basis of selection schemes. Two basic schemes are the most widely
spread.

In the first case all specimens are harmonized in the descending order of their adap-
tation factor value. The L’ reproductive group number is set. Only L 5, 0 of the harmo-
nized specimens are included in the R reproductive group.

In the second case the average adaptation rate of all specimens is determined:

ve 1 -
p = () p(x,).
L =1
Only the specimens with the level of adaptation, which is higher or equals the aver-
age one, are included in the reproductive group:
R= {x|px)} 2 u™(x), 1= 1,G.

The variants that have been included in the reproductive group are then subject to
expert evaluation for the ultimate choice of the rational variant.

A 3. Building a dynamic enterprise business-processes management
structure within an IMS

The mathematic model of interaction between DMs, management objects and busi-
ness-processes is built using the Petri net apparatus. When building a Petri net positions
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can be displayed as DMs as well as situation analysis state; and the transitions can display
both managerial decisions and messages about some events. In order to reflect a compli-
cated transition in the network an element is used, which considers an assembly of inner
situations while taking managerial decisions about the transition from one DM to another.
The contents of positions and transitions in Petri nets reflects the sequence of taken mana-
gerial decisions and functional connections between DMs rather fully (Fig. 2.).

Building a management structure in the circumstances of an enterprise IMS is con-
sidered using the example of OJSC Vodmashoborudovanie plant (Voronezh), which spe-
cializes in producing equipment for drinking and sewage water treatment and fire-
exstinguishing equipment.

The work assumes setting channels of rational interaction between management ob-
jects and DMs to provide the process of functioning of technologic business-processes of
the considered enterprise. Meeting these requirements assumes determining of the neces-
sary input and output information for every integrated enterprise object to make manage-
rial decisions. The organizational structure allows to determine a system of DMs’ organ-
izational interaction within the chosen business-process [9-13].

The result of building informational interlinks in the existing management structure
is forming an information model of an enterprise with new functional DM relationships.

Determining new informational relationships between DMs changes document
workflow for managerial decisions making within business-processes. Based on this con-
sumption we can build a new informational enterprise model as a cube with one of its
edges being represented by Petri nets, built for managerial decisions realization within
technologic business-processes. That’s why every DM in the circumstances of an IMS in
the process of decision making acts within the framework of his personal functional duties
in accordance with the Petri nets within the enterprise’s regulations. The new informa-
tional interaction between DMs allows to reduce the time for managerial influences on
functional business-processes realization functioning significantly (fig. 2).

F
oR0) z

-
|
|
|

A Do

["jl”l.:l ]Jl]i]l]ll::l]lllil.

o
C

a) line-functional management
svstem 6) IMS dynamic structure

» - aDM’s managerial action for making a decision

————————— » - managerial decision realization control

——————————— » - aDM’s query to the database, realizing the function of managerial decision
realization control

Figure 2. The procedure of managerial action passing in a line-functional management
system and a dynamic IMS structure

From the point of technical realization of an enterprise’s managing information sys-
tems the corresponding instruments are used, which allow to realize the system’s func-
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tional abilities completely. The main requirement, applied to the information storage envi-
ronment is correspondence of the information kept to specific time intervals, and presence
of the "time" attributes of the data. Presence of such attributes of the data management
system itself provides maximum efficiency while working with temporary data. The main
function, laid on temporary databases, has been determined as automated and, in some
cases, automatic adherence to the regulations of decision makers’ (DMs’) work, and per-
formance discipline control. The principal scheme of using a temporary database in a sys-
tem of supporting managerial decisions of the considered enterprise is presented on fig-
ure 3. [11, 14, 15].

Regulations Regulations
adherence con- model
trol subsystem A \
Dispatching
DM command level
Interface \ 4 ——
T Temporary database Initial infor-
DBMS mation input
Queries
system

Figure 3. The scheme of using a temporary database for managerial
decisions realization control

Temporary databases have been used in order to support the working capacity of the
automated integrated management system. Every attribute has the time property: it pos-
sesses actual time, determining its value timeliness and the transaction time, which deter-
mines the time of information writing to the system. Time attributes have been set for such
dynamic processes, as dispatching command subsystems, procurement subsystems, cur-
rent technologic equipment maintenance subsystems and some others.

In order to provide effective information processing, distribution of transactions han-
dling and methods of working with the database’s time attributes, has been made. Queries
are processed by the DBMS itself, while forming queries to the temporary database is car-
ried out by the user himself. Regulations of the enterprise management system interaction is
realized in the form of functions, the DMs should adhere to. These functions include time
attributes as well. Controlling of the regulations adherence is carried out by the business-
rules, set on the application server level. Supporting feedback is also carried out by means of
the application server’s functionality. Taking into consideration the deviation of the values
from the set ones, one or another management business-function is carried out.

However, as a result of technologic business-processes’ functioning deviations from
the normal values, set at the enterprise, can occur. In such cases new Petri nets are built to
provide conflict-free process of managerial decisions making in real-time mode. When a
situation, requiring managerial decision to be taken by a DM, the person responsible for
managerial decisions making for specific management objects will initially act in corre-
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spondence with the Petri net, that has been designed and is kept in the integrated DB, con-
taining information about correlations between DMs, management objects, management
functions. That’s why any deviations from the normal performance of business-processes
are fixed in the integrated database. The DM {pm} finds the reasons that had led to the
non-standard situation using the Ishikawa diagram, after the situation occurs [11, 16, 17].

Detecting reasons of business-processes’ deviations from normal work on the level
of DMs {pn} should be carried out strictly within the limits of time set by the enterprise’s
standard. In case if the given reason detection time limit is exceeded by DMs {pm}, this
operation is transferred one level higher along the management hierarchy. This cycle of
detecting the reasons that had led to deviations in the business-process flow, will repeat
until the top management level is reached, where power delegation for this management
function is not possible anymore.

After detecting the reasons a new Petri net is built by DMs {pn} to make a manage-
rial decision, variants of network interactions are built for the "machine-tool repair" busi-
ness-process participants in order to solve the resultant problem. It’s important to point out
that DMs can build new Petri nets only within their functional duties by management ob-
jects according to the built enterprise model. The new net is recorded to the integrated da-
tabase for making a managerial decision at the current moment and to solve the similar
problem if it happens again.

Production process has a specific time step and is determined by the enterprise’s
specific character. The period of time steps makes from a couple of minutes (for dispatch-
ing control) to multiple days.

We can pinpoint some time-consistent processes within this time step.

On the level of initial information, getting to the system at the specific time moment
(it is determined as T4) we record the results of the technologic business-process that lasts in
time since T1 till T2. The registered T3 time determines the final time of the technologic
business-process end. Control of the personnel’s actions’ correctness and timeliness is per-
formed till the T5 time. During the T6 time everything is ready for managerial decisions
making on the basis of the recorded information, related to the technologic business-process
since T1 till T2. The T6-T1 interval determines the minimum time step of the managing
link reaction to correct the disturbing factor of the technologic business-process. The possi-
ble solution variants are determined by a set of attributes of the technologic process objects,
that have the corresponding regulation range. T1, T2, T3, T4, TS, T6 time moments are the
implicit attributes of the generalized enterprise informational model object.

Forming queries involving the T1, T2, T3, T4, T5, T6 time moments we get the in-
formation, allowing to:

- perform the technologic business-process control;

- determine the set of possible solutions to correct the technologic business-process;

- perform the choice of administrative business-solution to correct the disturbing
factor of the technologic business-process.

In an object-functional enterprise model such a technology of administrative busi-
ness-processes production allows to distribute the possible variants of business-processes
within DMs.

In order to illustrate the possibility of getting a business-solution using a time data
model we can use the example of an information query, allowing to get information about
the state of the object for the Ti moment of time (fig. 4.).

48



Expert-optimization modeling of control actions choice and allocation of functions... g

Ac-ldit.ion.al parameters, Final time of the technologic
initial information business-process end (T5)

'

The final time of the T; fact
recording in the information
system (T4)

- the process’ attrib-
utes, documented in
the initial documents
- process start

time (T,) ¢
- process end time (T,)
- T2 = Tl + Tnorm

The time of implementation
practice control (Ts)

'

The time of the managerial
business-process start (Ts)

Figure 4. The generalized scheme of DMs interaction with the information system

A query is formed at first order predicate language:
OSD Inst =(3X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11)x
(351,52,83,54)
(S1€ OSD _Inst _Table) A (S2e€ PSD _Table) A (S3 € OSDP _Table) A
(S4eVal Tableyn X1=S1ID OSD A X2=S1.nst ID A X3 =
S1.ID OSDP A X4 =S83.Display A X5=S83.0rder1 n X6= 3.1
S3.Multivdenc e A X7 =S2Type A X8=S82.Name n X9 =
S1.ID _Value A~ X10 = S4Valuel AT, >= S1.DateFrom A
T, < S1.DataBefore AN X1=C1AX2=C2AX3=S82.ID_ OSDP A
X4=C3AX3=C4AX5=C5AX6=C6AXT=CTAX8=
C8AX9=S8S4ID Value n X9=C9 A X10=C10

where XI, X2, ..., X12 are running terms;

Cl1, C2, ..., C10 are constant terms (the broadcast conditions of the managed object
values samples);

S is the array of the sequences of specimens of the object in the application
environment (OAE).

The same query in SQL language will look the following way:

Select A.ID_OSD, A.Inst_ID, A.ID_OSDP, C.Display, C.Orderl,

C.Multivalence, B.Type, B.Name, A.ID Value, D.Valuel,

A.DateFrom, A.DateBefore

From OSD Inst Table A, PSD Table B, OSDP Table C (3)
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Where (A.ID_OSD=C1) And (A.ID_PSD=C2) And

(A.ID_OSDP=C3) And (C.Display=C4) And

(C.Orderl=C5) And (Multivalence=C6) And

(A.ID_Value=C7) And (D.Valuel =C8) And

(DateFrom >= T;) And (DateBefore < Tj),
where OSD _Inst_Table is the table, containing OAE specimens;

PSD_Table is the table, containing information about AE;

OSDP_Table is the table, containing OAE parameters;

ID_OSD is the OAE identifier;

Inst_ID is the OAE specimen identifier;

ID OSDP is the OAE setting identifier;

Display is the parameter of an application environment object’s parameter
displaying (AEP);

Order 1 is the order of AEP displaying;

Multivalence is the determinant of the AEP’s multivalence;

Type is the type of the application environment parameter;

Name is the name of the application environment parameter;

ID Value is the OAE parameter value identifier;

Value 1 is the OAE parameter value;

DateFrom and DateBefore are the dates of the version start and the end of the OAE.

Cl1, C2, ..., C8 are the parameters of the AEP parameters search method;

T; is the regulations time (i = 1...6).

Thus, a system of information queries is presented to support the system of
managerial decisions making in an object-functional management model by mean
technologic business-processes control and operational management [1, 2].

DMs in an IMS must interact with the information system following the developed
algorithm, assuming rational managerial decisions making in real-time mode. Functioning
of this algorithm in real-time mode is carried out using the system of DMs’ queries to the
integrated temporary database of the enterprise. A step-by-step description of the
algorithm is presented on figure 5.

Step 1. Occurrence of a situation, requiring a managerial decision to be made. Such
situations can happen on all management levels of the IMS during realization of the
enterprise’s standard business-processes.

Step 2. DMs are informed about the state of an object at the current moment of time
by a background process of the temporary database.

Step 3. A DM {p"} acts in accordance with the regulations within the limits of his
official duties. For every group of problems, requiring managerial decisions to be made,
proceduralised Petri nets have been built for DMs’ interactions. Using these regulations
allows to accept the query to the temporary database about the state of the object at the
current moment of time.

Step 4. 1f there are no alternatives, the analytic production information processing
unit is turned on to determine the possible alternatives.

Step 5. Checking correspondence of the current business-process to the normal one
within the framework of an IMS. Deviations of a business-process’ parameters from the
regulations are fixed in the temporary database, allowing DMs {p”} to see the deviations
happening.

Step 6. Comparing the actual deviation reason detection time with the normal value
stated in the enterprise’s regulations. If T < T,,, then the transition to step 7 is carried out,

50



Expert-optimization modeling of control actions choice and allocation of functions... g

if this condition is not met, the transition is carried out to step 8.

The start

v

Occurrence of a situation, requiring
a managerial decision to be made

v

D= Dstandard

No

The analytic deviation information
and alternatives formation unit

A

Detecting reasons of deviations
from the normal process flow

\ 4

A DM {p"} acting in accordance
with the possible alternatives

y

v

Transition to the new managerial
l Yes decision realization level

Realization of the DM’s {p"}
managerial decision

A

\ 4

The end

Figure 5. The algorithm of managerial decision making in the IMS circumstances

Step 7. Realization of the managerial decision and transferring the management
object to the new state.

Step 8. Informing the higher management level about the managerial decision
rejection and management transition to the administrative subsystem.

A Conclusion

Therefore, as a result of this study the algorithmic scheme of choosing a set of
managerial actions, based on the analysis of enterprise functioning factors evaluations,
acquired on the basis of information monitoring results, has been suggested.

51



B [nformation Technology Application

A multi-alternative expert-optimization a dynamic organizational enterprise

structure perfecting model, characterized by the procedure of adaptive choice of the
variant of distributing functions between management levels and elements, has been
designed.

An approach to forming an information model of a system of organizational

interactions between DMs within the framework of a chosen business-process using
temporary databases, providing the enterprise functioning regulations and effective
information processing in real-time mode support on the basis of information arrays
structuring in an integrated database, determining the key information arrays and
organizing the interaction between them, has been suggested.
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Modeling based on retrospective quantitative
information processing via virtual expert resource

Juraj Stefanovic, Oleg Choporov

Abstract:

In modeling of complex systems, including objects with inhomogeneous character-
istics, the effectiveness of the obtained models is strongly influenced by the applied
methods of identification, focused on the similar system components. In this regard
there is a need for the improved methods of identification of objects with inhomoge-
neous characteristics and the development of approaches to the quantitative eval-
uation of their quality characteristics. To solve this problem in the retrospective
quantitative information processing, the use of expert and virtual resource, based
on the interaction of an expert (s) and a computer system, is provided. An algorithm
for building a mathematical model based on the combined use of expert and com-
puter resources, is introduced. The approximate models obtained in that way are
recommended to use in filling up the missing information at the preliminary stage of
investigation and thinking of plenty of system development alternatives.

Keywords:

Objects with inhomogeneous characteristics, expert evaluations, expert and virtual
resource, experiment planning, ranking.

ACM Computing Classification System:

Combinatorial algorithms, Algebraic algorithms, Nonalgebraic algorithms, Sym-
bolic calculus algorithms, Exact arithmetic algorithms, Hybrid symbolic-numeric
methods

Management quality and effective implementation of optimization models depend

significantly on the identification techniques chosen in dependence of the features of
single-type system components. Entities featuring inhomogeneous characteristics present
a special class in that sense: being of identical physical nature and functional purpose they
affect the experiment results differently as parts of models of managing complex systems.
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Hence the need to upgrade theoretical foundations and principles of identifying and
managing entities with inhomogeneous characteristics and develop approaches to
quantitative assessment of qualitative characteristics.

The principles of identifying and managing entities with inhomogeneous
characteristics were developed in publications [1, 2]. Traditionally, to study entities with
inhomogeneous characteristics they resort to the class of techniques based on identifying
and generalizing expert knowledge and opinions.

Publications mention mostly the technique of expert assessments (TEA) [3, 4] that
has gained recognition during studies in planning R&D activities, engineering prognostic
tasks of assessing the probable event occurrence time [5], tasks of factor ranging [6], and
constructing global criteria [7]. Along with TEA they use the techniques of «brainstorming
the Delphi technique, the scenario approach, the «tree of goalsy», synectics, etc. [7]. Studies
[1-4] demonstrate the possibility of using expert assessments to construct approximate
mathematical models of complex entities via targeted polling of experts.

Study [8-10] reviewed the principle of identifying retrospective and expert
information to obtain a mathematical description of dependence of indicators used for
managerial decision making on varied variables.

In case it remains impossible to stage an active experiment and archive information
is insufficient, it is suggested to use an individual prognostic virtual expert (IPVE), [1-4]
to construct a mathematical model. The IPVE is used for preliminary definition of model
structure. It is feasible to use the IPVE technique for poorly formalized problems in
integrated environment of retrospective and expert information to assess the influence and
direct effect of input variables and fill up the missing a priori information. Even a rough
approximate assessment of regression factors for linear and paired interactions under the
random balance technique calls for setting special experiments with the entity, and that
may demand heavy expenditures. Meanwhile the suggested technique permits objective
processing of subjective assessments of the state of complex entity by real experts and its
numerical expression for a given situation.

Teams of real experts (TRE) include experts and scientists with large practical and
scientific experience in handling the studied entity. Experts assess proposed situations not
only subjectively but involving the a priori information available.

The technique of IPVE operation in integrated environment of retrospective and
expert information follows these stages:

1) assessing expert competence;

2) forming teams of experts to participate in the experiment;

3) identifying input variables that affect significantly output variables;

4) selecting the model structure;

5) developing experiment plan;

6) designing questionnaires to poll experts;

7) dedicated polling of experts;

8) checking for expert agreement in assessing the situations envisaged by the
experiment plan;

9) selecting the structure of mathematical model,

10) defining regression factors and assessing their statistical significance, testing the
model adequacy;

11) testing the model experimentally against the current information on the normal
functioning entity or against retrospective information, model adjustment following its
experimental test;
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12) interpreting the model for the entity.

Routinely, the ratings are calculated as arithmetic means over all the experts from
their valuation of alternative options. Such an approach is quite acceptable when the
degree of reliability and validity of TRE decisions has already been confirmed from
problems previously solved. However managerial decisions are most often approved by
the majority of votes by persons duly authorized to offer their opinions on particular
issues, and subjective assessments cannot be considered or accepted on a par with those.
The competency and consistency of experts shows in the spread of polling results. That is
why it is recommended to initiate studies to identify most competent experts in their group
and assess the consistency of opinions in advance of the experiment itself.

To understand experts’ competency one may consider two approaches. One is the
so-called self-competence or forced assessment of IPVE validity. When retrieving some
group assessment one may introduce rating factors calculated on the basis of mutual
assessment of competence by group members. It means that each i-th TRE member forms

his/her own vector of preferences E= {aj};4, ranging other experts by their diminishing

competence, as per his/her subjective assessment for the given problem. Then weight
factors of competence are calculated for group members:
>af
ki = L 5 (1)
D-1
where aij is the rank attributed to i-th expert by j-th expert;

D is the total number of experts.
Accordingly, the assessment on to each criterion ¥/; by i-th expert is normalized

with the account of k; and the TRE group assessment is calculated as
, I
Yy 1=
P D-1 )
The second way is to analyze the entity assessments. To have a more objective
assessment, it is suggested, before taking dedicated polling, to get the opinion of experts
on the direction in which input variables affect the more informative output variables of
the entity and further have an assessment by DMP (or the dominating expert) of some
objective indicator retrieved from processing the polling data. It is not the weight
assessment of competence of each separate expert that is important in this case, but
identifying the minimum team of experts capable further to forecast successfully the state
of entity on the basis of certain combinations of input variables.
Initially the IPVE forms a complete list of input and output variables and ranges them.
Ranging matrices containing related ranks are then reduced to their normal form, concordance

factors calculated and their significance found using Pearson’s ¥ > _criterion [11].

In the result of such processing of subjective data the relationship is formalized
between significant input variables (factors) and each more informative factor for the entity:

Vi =f(x1,...,xn ), 3)
where n is the number of input variables (factors) that affect significantly the more
informative i-th factor.

A questionnaire is put together on every more informative factor for the entity, and
experts indicate the direction in which it is affected by each input variable following their
subjective a priori information. The respective module of excess (decrease) within the
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constraints set by the IPVE or the dominating expert then yields each expert’s weight in
competence and the following coefficients are calculated:
1) the expert activity coefficient [11]
d,
}/ )
D “
where d; is the number of experts answering the question;
D is the total number of experts;
2) the inconsistency coefficient for each x-th input variable and i-th more
informative factor for the entity:
d»;

=2
body (5)
where d,, d; are the numbers of experts giving opposing answers (d; > d,), respectively,

3) the variation coefficient for the sum of ranks from the assessment of expert
weights

i

S
4
V= ? 5
di (6)
where g lf is the value of sum of ranks for i-th expert in the opinion of j-th expert;

El.j is the average sum of ranks for the group of experts;
S .
aj

1s the RMS deviation of the sum of ranks ¢ IJ )

The lower the inconsistency coefficient, the higher is the overall experts’
confidence in their assessment of influence of the x-th input variable. The activity
coefficient yields a proxy characteristic of competence of the group of experts: if y = 0
experts are incompetent and incapable to assess the process mechanisms. The variation
coefficient J characterizes the level of competence of the group as a whole. The suggested
technique of forced assessment (ranging) of competence of the group of experts is
combined with objective indicators thus decreasing subjectivity of assessments typical for
straightforward screening of experts.

To range input variables, the number of experts should be D > 7, and D >3 for
dedicated polling of experts [11-14].

Upon screening the insignificant input variables and identifying the more
informative factors for the entity, one organizes collecting a priori data while meeting the
necessary prerequisites for the coming active experiment. Using the IPVE one constructs
the approximate mathematical model of entity according to subjective information.

Following equation (3) one designs the plan of active experiment; experts define the
value of output variable (of the more informative factor of the process) for those states of
the system that correspond to matrix lines. Apparently, the plan of experiment shall be
fully randomized. The polling questionnaire describes the plan of experiment with the
upper and lower basic levels of input variables indicated and the necessary constraints set.

Upon implementing the plan of experiment, the agreement is tested of expert
assessment of the situation for each i-th line of the matrix using the data obtained. It is
suggested to use the technique of rank correlation with Cochrane 7 -criterion for the purpose.
Assume a full factor experiment (FFE) was conducted resulting in several parallel essays d,
their number equal to the number of expert opinions. For each j-th column (j =1, 2, ..., N) of
values of output variable we do the ranging to find the value [11, 15, 16]
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f=4-d], ()

where A4 is the highest rank;
ai-j is the rank attributed to i-th line of planning matrix according to j-th column.

First we reduce the table of ranges to its normal form in case “related ranks” are
present [16, 17] and plot a visualization diagram, its abscissas showing the numbers of the
forecast matrix lines and the ordinates being their respective values of f. Naturally,
disagreements are possible between separate qualitative assessments of matrix lines
among the experts. Their consistency is assessed as following.

First, the respective variance is estimated [11-13]
D

25
Sfosp = 51 1 > (8)
i=L..D

for each matrix line, where Sl.2 is the estimated variance of output variable for i-th line:

_\2
()
D-1 9)
f; 1s the average value of rank, attributed to i-th line:

7 =f1+f2+...+fD.
’ D (10)

Then the maximum estimated variance of ranging, Sfosp is found, plus the sum of
max

assessed variances g“ S/Z( j=12,..N), where N is the number of lines in the planning
=

matrix. Next the value is found of Cochrane’s I -criterion. In case G, < Gy of the number
of degrees of freedom, the hypothesis is accepted of homogeneous variances of ranging and
consistency of experts in assessing situations in the planning matrix. If experts are found
consistent in understanding these situations, the regular procedure is executed of retrieving
regression coefficients for that assessment, testing their statistical significance and the
adequacy of the obtained regression equation to the data of dedicated polling [1-4].

Next one tests experimentally the obtained mathematical description of entity
against the data collected in the normal operation mode or its retrospective data. Note that
the result of testing the model adequacy against experimental data with the use of
Fischer’s F-criterion being positive, the mathematical model may still contain a constant
bias due to mutually compensated errors in expert assessments of output variables of the
studied entity. That bias is excluded in the course of experimental test of the model [5-7].

Mathematical models yielded by the IPVE techniques operating in integrated
environment of retrospective and expert information are considered to be approximate, used
to retrieve lacking data during preliminary studies. They serve to form sets of alternative
options of system development. The procedure used to construct mathematical model of
entity based on processing retrospective quantitative information is shown in figure 1.

The proposed procedure for building a mathematical model of an object can be used
in addressing a wide range of advanced application problems and it has been included in
the developed software system of managerial decision making support in the public sector
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for organization of tendering procedure expert evaluation and in management of sectorial
complexes project activity.

Assessing the competence of experts Calculating cross-assessments of
(/N competence by group members k;

Forming teams of experts to take part in the experiment ¢ =1, D

Identifying significant input variables and more informative factors of entity, ranging
them on the basis of TRE and IPVE interaction procedures

Formalizing the links and selecting the model structure y; = f(xy,...,X,) |

Developing plan of experiment |

Forming forecast matrix on the basis of TRE and IPVE question-answer interaction |

Checking expert consistency in assessing situations with I'-criterion |

Assessing homogeneity of experiment results |

Assessing model adequacy according to Fischer’s F-criterion |

No

chh < Fkrit

Yes

Experimental test of model adequacy and operability |

Model adjustment |

Model interpretation |

Figure 1. Constructing the mathematical model to assess retrospective quantitative
information
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Modeling of a numeracy of dominant options
of multialternative optimization

Igor Lvovich, Juraj Stefanovié

Abstract:

One of the problems arising in management of large systems, is a selection of the
best management options. To solve this problem an approach that allows to
generate a numeracy of perspective options for managerial decisions is proposed.
Development of a numeracy of dominant options of managerial decisions is based
on the application of basic algorithmic procedures of variation modeling and
building of multiple-optimization models. To use basic algorithmic procedures of
variation modeling, the typical tasks are highlighted and their formalization with
inclusion of alternative variables, allowing to develop a numeracy of perspective
options through the variability of indicators, is performed. At that the problem of
dichotomous reduction arises. Integration of all stages of decomposition and
equivalent transition to analytical optimization models into a single scheme allowed
to define a method of mathematical modeling of dichotomous reduction of complex
systems diversity. To identify the dominant option, an algorithm that combines
computational procedures for determination of the preference vector and the
rational choice procedures, is developed.

Key words:

Simulation modeling, multialternative optimization, dichotomous reduction,
rational choice, decision support.

ACM Computing Classification System:

Combinatorial algorithms, Algebraic algorithms, Nonalgebraic algorithms,
Symbolic calculus algorithms, Exact arithmetic algorithms, Hybrid symbolic-
numeric methods.
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A Introduction

In handling the problem of large systems management there is a problem of
analysis, evaluation, comparison of alternative numeracy of options on a number of a
variety of divergent criteria as a general principle. To formalize this problem, the theory of
decision-making is used. However, the standard developed methods are not always
effective in solving large-scale problems. It requires improvement of existing and
development of new algorithms, including combined algorithms. In particular, one of the
perspective areas of research is the use of variation modeling procedures and
multialternative optimization techniques.

A 1. Formalization of typical tasks of development of a numeracy
of perspective options

To use such algorithmic procedures of variational modeling based on multi-
alternative optimization models one needs to identify typical problems and formalize them
including alternative variables z,, that make it possible to form sets of prospective options
according to factor variations.

Consider the basic class of problems g,, S, [1].

We substantiate the problems (f3,, f,) and calculate the respective a priori
entropy H(l,pl) =lgL.
1. Problem /3, consists in dividing the sets w, =1,W, into two groups, one of

AN
them forming sub-sets W g € W, that meet requirementsFi*,i =1,/. Such a division

results in the following number of options available for selection:

L=2"%¢g=1G. (1.1
The a priori entropy of each g-th problemis
Ho(B1)=Wq1g2, g=1,G. (1.2)

2. Problem /3, consists in selecting a single element in each sub-set 1, w,, g=1G

following the requirements F, ,i =1, . The number of options for selection is then

G A
L=11Wg.
g=1 7
the respective a priori entropy being
G A
H(pr)= 2lgWg (1.3)
ool . .

3. Problem f5 consists in ranging options W, according to index g, i.e. in selecting

the order of antecedence of elements W, <W,; g=¢; g, 1 1,7 ; sign “<” indicates that

element ¢ follows after element g. The problem considered is related to either defining the
position of element w in the sequence 1,7, or to defining the order of proceeding from the
initial element number =0 to the following elements numbered ¢#> 0. The number of
options for selection is L = T
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To assess the value of a priori entropy for any integer 7 > 6 we use the inequality [1]:
T

™Y
(2) m@ ’
3

4. Problem S, consists in merging together elements with numbers g = 1,G into the

then mggw(ﬂs NTlg

r

g'=1,G’ group. The number of options for it is:
L=(G"7,
and the a priori entropy is:
H(p4)=GlgG'. (1.4)

To assess the entropy of dichotomic optimization model we assume that it coincides

with the entropy of test 4 corresponding to Boolean structures (), i. e.
H (W)= H (4).
We now calculate the value of entropy for the disjunctive test4,, = (m=1,M):
H(A4,,)<IgNy,

1
where the equality sign corresponds to equal probabilities of results P(4,,,) = N
m

The entropy of a complex test 4:

M
HA)=H(A; ... Ay ... Ay) SHA) + ...+ HA,) + ... + HAy) < 218N, .
m=1

IfN,=...=N,=...=Ny=N, then HA) <M Ig N.
Incase N, =2Vm=1,M
HA)<Mlg2.

A 2. Conditions of dichotomous optimization model adequacy
and set-theoretical statement of a problem

Thus we have computational formulas to assess the a priori entropy for problems

(B, 4 ) and the entropy of Boolean structures within the scope of model n. We now

formulate the conditions of correspondence between these values. We shall call them
conditions for adequacy of dichotomic optimization model and theoretical multiple setting
of the problem.

The dichotomic optimization model (u) describes the problem () adequately in
case the outcome of test 4 determines fully the outcome of problem ().

Theorem: For dichotomic optimization model to describe adequately problem (B) it
is necessary and sufficient to meet the following condition:

H(B) < H (). @.1)

Let us prove its necessity. Test A taken according to model (i) makes it possible to

obtain information on problem (J3):
1(4,B)=1(n, B) = H (B) — Hy(w),

where H,, (B) is the entropy of problem () in case test 4 is taken following model (p).

On the other hand:

I(B, W)= H(w) — Hp(n),
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where Hp(n) is the entropy of test 4 corresponding to the respective model (u) for the
outcome of problem (B).

Since
I (w, B)=1(B, W),
we have
H(P) — Hy(B) = H(p) — Hy(w). (2.2)
In case condition (2.1) is met, we may proceed from (6) to inequality
H(B) < Hy(w). 2.3)

Since Hg(n) may be equal to 0, inequality (2.3) is only satisfied in case H,(B)=0. It
means that the outcome of test 4 defines fully the outcome of problem () and dichotomic
optimization model () describes problem () adequately.

Now we proceed to prove sufficiency. If model (p) describes the problem (f3)
adequately then /,(B) = 0. It follows from (2.2) then:

H(B) = H (1) — Hy(W).

H(B) < H(w),
Q.E.D.

This theorem makes it possible to find dimensionality and structure of dichotomic
optimization model () for problems ( g;, B4 )-

Finally we have

Rule 1. Dimensionality of dichotomic optimization model (u,) adequate to problem
(By) is: _
M=Wg(g=1,0) 24)

A model inducting the test for N, =2, Vm =1, M corresponds to problem ().
Then it follows from condition (2.1) with the account of (1.2) that
H;(p)=Wy1g2<H ;(u)<Mlg2, =W, (g=1,G).

Following (2.4) we introduce Boolean variables of multi-alternative optimization
model:

A
W= 1, in case element is included in the ensemble WeWw,

0, in the opposite case

(wg =1, W,)-
Next we find the structure of objective function and model constraints for the task

N
of forming the admissible set W e W . For that purpose we construct the matrix g = Hawg ,

assuming that

{1, in case element W g meets the choice for the i-th factor element,
a =
wg

0, in the opposite case ‘

(Wg =L, W,,i=11).

A
In case one needs to find the minimum set 1, W , optimization model is presented

as the problem of minimum coverage [2]:
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Wg
invg — min’
We
W, | —
)y AiwgXwg 21 (@1=11)
wo =1

g

L -
xivg = {0 (Wg =1, W,)-

In certain situations the available information is insufficient to construct the matrix

a. |- One may only indicate the “value” a,; of element w, with respect to factor

iwg H
F;(i€1;), in other words — set the constraint C, (i € I,) with the account of “weight”

characteristics c;,,, of separate elements. Then the optimization model is reduced to a
multidimensional knapsack problem [2]:

Wg
1
Y Gy X, —> Max,
wg =1

/4
4
1 .
z Ciwg Xwg < CWg> (i=1, I2) ’
wg =1

1 —
xivg :{0 (wWg =1, W,)-

Rule 2. Dimensionality of optimization models (u,), adequate to problem (J3,) is:

a) M =G, N =W, (m=1,G), (2.5)
b) gy &%, (2:6)
g=1 1g2

N,=2Vm=1L,M.
In the first case we assume that model (L) inducts a complex test A4 with its entropy
meeting the general condition. Accounting for (1.3) and (2.1) we have then:

G A M
H(py)= 2 1gW, <H(uy) < 2IgN,,
g=1 m=1
Expression (2.5) follows unambiguously then.
Following (2.5) we introduce Boolean variables for the dichotomic optimization
model. Then

Y = 1, if Wo eW  provides for meeting the conditions ,i=11,
Wg B . .
0, in the opposite case.

(w, =1,W,,g=1,G).

Since complex test 4 is disjunctive over index #, the set of Boolean variables has to
meet the following constraints for a given m:
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Wg
ZXWg =1’ (g:la G)
Wg

In the second case we assume that model (u,) indicates a complex test 4 for
N, =2, Vm=1, M . With the account of (10) it follows from condition (2.1) then
G A
H(B)=D lgW, <H(u,)<Mlg2-
g=1
And relation (2.6) follows from it.
To introduce Boolean variables corresponding to (2.6), one needs to present

elements of the set I in their binary denomination. E. g., we have for I/f/g <8, Vg= 1’7G:

w, =X, +2x, +4x;,

Wg =Xy, +2x,,, +4x,,,
where

1 -
=y "(m=1,M).
T

b

Finally optimization models (1,) adequate to problem (J3,) are presented in the form
of multi-criteria optimizing problems with Boolean and continuous variables. For case (a):

Y, (xwg) —max,(iel),

For case (b):
Y. (x,) > max, (i),

| A—
- =1, M).
x”l {O (m )

b

Since numbers Wg coincide with values 2* (k=0, 1, 2, ...), numbers of fictitious
we correspond to certain sets of x,. For them we introduce such functions ¢; (we), for
which the requirement E* ,i =1, 1 is deliberately not met.

Rule 3. Dimensionality of dichotomic optimization models (p3;) adequate to
problem (B5) is:

M=T, N> r
2
Model (u3) inducts a complex test A4, its entropy meeting the general condition.

Then with the account of (2.1) we have:

Tlg 2> H(Py) < H(us) < MlgN

That inequality is met for M =T, N > % , in particular, for N=T.

As indicated above, the order of antecedence of elements merged into a complex
system is set in two ways:

a) an ordered sequence of numbers is set from the list of numbers S —n = I,_T and

each number has its corresponding m-th (m = I,_T) element from the list (s);
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b) the initial element (m = 0) is specified, and one needs to find an optimal route for
transition from element to element belonging to list s;, eventually returning to initial
elements.
We introduce Boolean variables for the first case:

1, if element w; is attributed its m-th number in list s;

mn

0, in the opposite case

(m= I,_T, n= FF) .
Each option of the sequence has a corresponding value of some particular factor for
the system £ ='¥(x,, ). In the result we have a dichotomic optimization model of the

type of Assignment Problem [2, 3]:
F=Y¥(x,,) > extr,

In the second case we associate Boolean variables with alternatives to the transition
from m-th to n-th element:

1, in case the antecedence relation is met Vim < Vn,
X =

i 0, in the opposite case
(m= O,_T, n= O,_T) .
Certain values of a particular factor f = f(x,, )(m =0,T, n =0,_T), the factor
F =Y¥(f(x,,)) related to them, correspond to transitions from one element to the other.

Then the optimization model acquires the structure typical for the Travelling Salesman’s
Problem [2-4]:

F=Y(f(x,,)) —extr,

Zrlxmn =1, m=1,T)

T — T+ T X < T-1,
(m=1T, n=1,T, m#n),

1, .
xmn:{o (m:OaTa I’lZO,T),

where m,,, T, are arbitrary real values.

Rule 4. Dimensionality of dichotomic optimization models (L4), adequate to
problem (B4):
M=G, N>G'.
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Model (u4) inducts a complex test (4), its entropy meeting the general condition.
Then with the account of (4) we have:

H(B,)=GlgG'<H(u,)<MIgN .
That inequality is met for M =G, N > G'.
We introduce Boolean variables for model (1.4):
; {1, in case the m-th element is attributed to the n-th group

mn

0, in the opposite case.

(m=1,G, n=1,G").
The optimal division into groups is characterized by some particular factor £ that is
a function of parameters f(V,) and variables x,,. Note that in model (u4) each element
W, may only belong to a single group. Besides, there exists an antecedence order of
elements Vg <Vyprg= ,G,m=1,G, g #m) [5-7]. Finally we arrive at the following
multi-alternative optimization model:
F=Y(f(V,)x

Ie%

X, =1, (m=1,G
1

) — extr,

mn

~—

b

n=

Vg<Vm,(g=1,G,m=1,G,g¢n,

xmn = { (m = 19 G’ n l’G,) °
Therefore, problems of multi-alternative aggregation that belong to class (p) are
brought in correspondence with their adequate analytical optimization models.

A 3. Method of mathematical modeling of dichotomous reduction
of complex systems diversity

Merging all the stages of decomposition and equivalent transition to analytical
optimization models into a common scheme makes it possible to formulate a technique for
mathematical modeling of dichotomic reduction of diverse complex systems that includes
the following procedures:

1. Define the composition of local problems (j3): decomposition.

2. Assess the a priori entropy of problems (B): H (B).

3. Shape preliminarily the dichotomic optimization model (p).

4. Assess the entropy H (n) of a complex test corresponding to that dichotomic
optimization model.

5. Assess the adequacy condition.

6. Set the final structure and dimensionality of the dichotomic optimization model
following Rules 1 — 4.

The links between those stages are shown in the structural flowchart (fig. 1). A
special feature of solving numerically the above problems of multi-alternative optimization
consists in that all their listed types (free of constraints, having algorithmically described
constraints or constraints of general type and multi-criteria problems) are solved within the
scope of a single scheme.

It is implemented via the following set of algorithmic procedures [1]:
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01 — generate admissible problem solution;

02 — tune the distribution laws for alternative variables;
03 — form computed prognostic assessments (Vas);

04 — define the order of setting disjunctive tests;

05 — form prognostic expert assessments (Veyp);

06 — account for general constraints and multi-criteriality.

! Define the composition of local problems (ﬁ)
[ 2

(" Assess the a priori entropy of problems ~ 8) H (/)
k
Shape preliminarily the dichotomic optimization
models (1)
L __ Adjust model
Assess the entropy of dichotomic optimization model design (W)

H (1)

H(w) = H(B)

Set the final structure and dimensionality of model (p)

N ——

Use Use Use { Use
Rule 1 Rule 2 Rule 3 " Rule 4

Figure 1. Structural flowchart of mathematical modeling of the process of dichotomic
reduction

h 4. Rational choice method on a numeracy of complex systems
ranked options

Algorithmic procedures (0,0,) make it possible to search through the set of

alternative variables of optimization models. We demonstrate the possible organization of
rational selection on the set of ranged options of complex systems that we shall call
identifying the dominating option. We interpret the process of transiting from one optional
solution to another, related to algorithmic procedures of multi-alternative optimization, as
taking a chance path that corresponds to some finite Markov chain [2] with its variable
transition matrix:
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P* = |pip=1Lo=LLk=12,.). @D

Consider some of its properties that make it possible to proceed from the
distribution of random Boolean variables to the vector of preferential options.
In case of a multi-alternative optimization model of dimensionality (M ,N = 2)

and algorithmic procedures ((93 ), ((94), we may proceed from a certain situation with its

vector x' = {xin }, characterizing option [ €1,L, to situation M belonging to (L—l)

others, or remain in the initial situation. Then elements of the transition matrix (4.1) are
calculated as following:

m
plka) = Z‘xmw _xml‘pk(xm :xma))pllfq +N1quw _xml‘)pk(xm :xma))prlil x
M- (4.2)

m R m N
X{N{ Z‘xmw _xmlj}(li a),l,a)el,L) pll§ = Zpk(xm :xml)pr];talzlal’a
M-1 M-

where pk (x m =Xm a)) is the probability for Boolean variable X,, to obtain its value
Xmo» COrresponding to the w-th situation;

1, if x=0 L, if x=0
Ny(x)=q Nphy
0, if x=1 0, if x=1
In case dimensionality of the dichotomic optimization model is (M, N) and there is a
N
constraint men =1, then, according to (94) the process of taking the chance path
n=1
should be considered separately for each vector X,, = (xml,...,xmn,...,x MN)- One
may proceed then from situation with its vector
X, = (xml = O,...,xmn = 1,...,XMN = 0) to (N — 1) other situations or remain in the
initial situation. The elements of transition matrix (4.1) are calculated as:
k k
Pio = Pxmn (4.3)

Let us demonstrate the regularity of Markov chain with elements (12) of the
transition matrix. It is known [1] that the transition matrix is regular when all matrix
elements (P;)" are different from 0 for some integer o > 0.

The number o means the number of steps needed to transit from one state to the
other. According to (4.2) for a =1 one may transit from /-th situation to (M + 1) other

situations at a probability different from zero, i. e. the number of elements plka)’ different

from zero in each line and each column of matrix pk is equal to (M + 1). The minimum

number of steps over which the transition from /-th situation to (L — 1) other situations is
possible with non-zero probability is o = M, and the transition matrix with elements (4.2)
put to the power of a = M contains no elements equal to 0. Hence, it is regular, and the
respective Markov chain is also regular.

Elements (4.3) of the transition matrix are not equal to zero for o = 1, hence in case
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of dichotomic optimization model and (M, N) algorithmic procedures they generate a
regular Markov chain.
For each k-th iteration the properties of a regular Markov chain [2] make it possible

to retrieve analytically the components of vector g = (ql s ees {5 vy q, ) on the basis of
transition matrix. We start with its following properties:

1. Transition matrix put to the power of a ((P)a) tends to the probability matrix 7

for o — .
2. Each line of matrix 7 presents one and the same probability vector
L
= (tl ly.nl) ,...,l‘L), all its components positive while Zl‘l =1.
=1

3. The rate of convergence of (P)a to its limit 7 is exponentially fast, and

matrices (P)a and 7 remain close to each other for relatively small values of a.

4. Vector ¢ is the only vector for each tP =1.
5. For any initial distribution of options

m(uf‘)—)t, for OL —>00,

where ula is the share of time spent by the Markov process in state / =1, L (over the

first a steps).
The first four properties are used to calculate the coordinates of vector

= {ll, R AR fL} by putting matrix P* to the power of a > M or by solving the

system of linear equations ¢P = t. The last property makes it possible to equate the values
of vector ¢* coordinates to the coordinates of vector ¢, i.e.

k
q, = t /- (44)
Let us demonstrate that probabilities calculated after (4.4) are truly the quantitative
assessments of selection probabilities which meet certain conditions of rational selection.

The above Markov chain with its set of states §;, (l = 1,L) and transition
probabilities p;,,, [=1,L,0=1,L features the necessary properties [8] making it
possible to look at values q;c as a quantitative assessment of selection probabilities

P(Sl ") ) that meet the principle of sequential narrowing. Besides, these assessments

agree with the theory of probabilistic ranging [1, 8], i.e., they not only characterize the
probability of selecting option s; from set S, but that of selecting it in the first place.
Following that reasoning, the complex system S, optimal on set S is such that

Pls, : S)=max Sp i S (4.5)
I=1,L
However, dealing with a multi-alternative optimization model (& that serves as the

basis for automatic search procedures, it often appears impossible to formalize all the
constraints related to synthesizing a complex system. To account for non-formalized
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constraints, a DMP is involved. Probabilities ¢; are treated as probabilistic ranks then. It

is suggested for decision-maker to consider some group L of highest ranks instead of a
single option corresponding to condition (4.5). Rational selection is once again

implemented following the principle of consequential narrowing on set / = ﬁ, but now
it goes with the account of qualitative factors that remained non-formalized in model K .

Distribution (4.4) is used to identify the dominating option while achieving
prescribed quality against a certain condition. The entropy function entering such a
condition is averaged. Therefore, the values [ (l , qk may appear equal to each other for
different distributions ¢* (fig. 2).

*T’f”%‘% SELAETE,

Figure 2. Distribution q of probabilities to select options of a complex system.
ke+(R-1) _ ;72)

1

(* is the distribution qk+N = 7’]1 ; x is the distribution ¢

One should recourse to the procedures of rational selection when the series of
N(N: 1,2,...) iterations of distribution qk+N are identical to each other. To assess such a
situation, consider the formal description of preference using fuzzy relations [1].

Consider the distribution 7' =¢**™ (Nzl, 2,...) for 772 qu+(x_l). How does

one estimate quantitatively whether 172 is not in preference to l’]l using the value:

o =1-(a +a
771 772 ( 771772 ’72771 )9

where ¢ | , is the degree of strict preference of 171 over 172;
mn

a , i 1s the degree of strict preference of 772 over 171 .
mn

If distributions 171 = (7711 ,...,1711,...,712) and 712 = (1712,...,71]2,...,77%) are known,
calculating the values of a follows the formulas:

hr? —Zgzz,a 12 —zgtl’a21_zglt

I<t I>t

where ¢;,,6, (/= _L t= 1, L) are solutions for the problem of linear programming:

Zzghlu(l,) u(l,)| - min , Zgh = , (=LL), Zg,, =n;, (t=1L) ,
=1 t=1

where u(1)), u(l,) are arbitrary functions that retain their order along a discrete scale 1, L.
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Fuzzy relation ¢z ; , makes it possible to study such preference situations as:
n-~n

— strict preference: & =1, o =a =0;
I e ;

— indifference: =1, « = =0;
g =0 3 ;

— 1arge |)reference: a +a = 1 (04 = O 5
1.2 1 .2 s 2.1

- incomparability: a * O (04 z O .
1772 > ’72’71

The first two are common situations of full comparability. We are interested in the
third situation. We shall proceed to identify the dominating option starting from iteration k
+ (X — 1), the constraint being that for (k + X) iteration the (k + X) distribution results in the
following relationship:

a +a -1 a —0.
771772 771 2 D 772771

Therefore, identifying the dominating option of a complex system follows the
structural flowchart presented (fig. 3). It combines computational procedures to define the
preference vector and the procedures of rational selection.

-

Identifying the
group of dominating
ontions

I'=1L
_ v
Presenting the data
on options to DMP

I'=1.,L
v

Choosing the
optimal option by
the principle
of sequential
narrowing

Figure 3. Structural flowchart of identifying the dominating option
for a complex system
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A Conclusion

Development of a numeracy of dominant managerial decisions is possible on the

basis of application of basic procedures of variation modeling and building of
multialternative optimization models. At that an identification of the dominant option of a
complex system is performed on the basis of the developed scheme, that combines
procedures for determination of the preference vector and the rational choice procedures.
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Modeling of multi-agent virtual expert competition
for the use of expert virtual resource

Yakov Lvovich, Eugen Ruzicky

Abstract:

One of the current areas of research in the field of corporate systems management
is the use of expert and virtual resource (EVR), intended for intellectualization of
decision-making support in cases where knowledge corporate environment is
poorly structured and it has obscure connections and a multi-level subordination
hierarchy. The main components of EVR are real and virtual experts, one of the
variations of which is the multi-agent virtual expert (MAVE). In this case,
interaction of agents with expert and virtual resource is carried out in a challenge-
response mode, and on a certain number of requests, the competition for the use of
expert and virtual resource arises. To simulate the competition for resources, an
approach based on the use of standard integration logistic mapping, generalized in
case of the two interacting MAVE competing for the use of expert and virtual
resource, is introduced. The results of numerical calculations confirmed the
proposed model effectiveness. It is proved that the cases of stable, non-zero system
solutions, i.e. Quantity stabilization of both MAVES, have practical importance.

Key words:

Modeling, numerical methods, expert and virtual resource, multi-agent virtual
expert, corporate information system.

ACM Computing Classification System:

User models, User studies, Usability testing, Heuristic evaluations, Walkthrough
evaluations, Laboratory experiments, Field studies.
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A Introduction

When making rational managerial decisions in modern corporate structure, the
accumulated intellectual resource and the corporate intellectual capital play an important
role. Developing the intellectual resource in modern corporate structures occurs in a
common information environment formed by networks of information users within the
scope of corporate information systems (CIS) [1]. When considering the intellectual
resource from the standpoint of its development in the corporate information environment
one needs to treat separately expert and virtual components in the structure of intellectual
capital and multi-alternative presentation of its elements in the course of managerial
decision making [2].

h 1. The concept of expert and virtual resource

By ‘decision making” we mean a three-stage procedure that includes analyzing the
initial information, preparing to make decision and selecting a decision generated in the
course of interaction between the expert (experts) and a computer system. At that we shall
call the combination of expert and computer resources ‘the virtual expert resource for
decision making’ and treat it as a component optimizing the management of corporate
social (economic) system [3-6].

Provision of expert and virtual resource of knowledge and procedure type, is
proposed. Knowledge expert and virtual resource provides intelligent decision making
support.

Virtual expert resource of procedural type is meant to intellectualize support for
managerial decision making in cases when the corporate knowledge environment is
weakly structured, features fuzzy links and a multi-level subordination hierarchy.

The basic components of virtual expert resource are real and virtual experts, the
basic principles of their interaction proposed in studies [7].

In their turn, virtual experts may be divided into the following types according to
the functions they execute during decision making: imitational prognostic virtual expert
(IPVE); multi-alternative virtual expert (MVE); multi-agent virtual expert (MAVE).

h 2. Characteristics of the multi-agent expert and virtual resource

Let us expand on the description of multi-agent virtual resource (MAVR) as the
issues related to IPVE and MVE were covered in sufficient detail in a number of
published works [3-6].

The classical techniques for studying competition are the theory of utility and the
game theory. In particular, they yield the well-known models and conditions of optimality,
expressed as the equilibrium principle. Managing hierarchic structures in organizational
economic systems is modeled in the theory of active systems [8, 9].

The basic weakness of the standard model in the theory of active systems is its
static character. In contrast to theoretical game models, decisions in multi-agent systems
are taken sequentially, which helps the agents to obtain missing information needed to
take decisions. Agents interact with virtual expert resource in the question-answer mode
as shown (fig. 1).
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Figure 1. Interaction of multi-agent CIS with virtual expert resource

Piremenrora_

Virtual

expert
resource

Let W be the current problem that one of MAVE agents is working on. The agent
breaks the problem into a sequence of atomic works w; w,...w, and starts executing them.

At each step i =1,_n the possibility is checked to do the work independently on the basis

of available resources. As soon as the agent faces the problem of lack of data in the
knowledge base of MAVE, and enquiry is formed, addressed to the virtual expert resource

of the corporate system.

Having gained the lacking information, the agent proceeds to execute the works all
the way to w,. The algorithm of that execution for a single agent interacting with the

virtual expert resource is shown (fig. 2).

A 4

A 4

Checking the possibility
to execute w; on one’s
own
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enquiry
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A 4

Executing w;
1:=1+1

Figure 2. Algorithm of work execution with the help of virtual expert resource

answer

Virtual expert
resource
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Apparently, with a certain number of enquiries coming from agents of various
MAVE:s circulating in the common corporate network, there develops a competition for
using the virtual expert resource. The agent receives no answer to his/her enquiry from the
virtual expert resource within the given timeout in two cases:

a) the enquiry is formulated wrongly;

b) the virtual expert resource is overloaded with enquiries from agents of different
MAVEs, which means exceeding the acceptable number of agents in the network.

Both cases mean violation of MAVE self-organization, and such an agent is
blocked, i.e. a mechanism is set off to stabilize the number of agents in the corporate
network. Therefore managing the number of agents is an important task in corporate
systems built on using the virtual expert resource of corporate intellectual capital.

h 3. Modeling of competition for resources on the basis of difference
equations

Consider some aspects of modeling the competition for resources using difference
equations. The proposed approach was studied assuming the existence of a sustainable
equilibrium position and optimizing the management of distribution resource [10].

Currently the standard model for describing discrete dynamics is the so-called
logistic map

2
YVn+1 =1- ﬂ'y n>
equivalent to the Verhulst-Pearl model [13]. Indeed, a substitution y=_2 +1/2

YT~ makes it
ald+1/2

possible to proceed from the Verhulst-Pearl model
Xp+1 = AXp (1 - xn) ’
to the logistic map with its coefficient 1 = a(a/4-1/2).

Extending the model to the case of two interacting MAVEs that compete for the use
of virtual expert resource, we consider the system of iteration equations

{ Y+l :axn(l_xn)

Xpit = BYua (1= Yui1)
Here x, is the number of agents of one MAVE, y, is that of the other MAVE during
the n-th cycle of using the virtual expert resource. Let the relative number of agents y,-;
during (n+1)-st cycle depend on the number of agents x, during n-th cycle (0 < x,,y, <1).
In its turn, x,+; depends on y,.;. The parabolas in the right-hand part of each equation have
their maximums equal to & /4 and /4 respectively, at point 1/2. Due to normalization

(1

of agent population, the controlling parameters meet inequalities 0<a, <4. Since the
numbers of agents in both MAVEs are interdependent, their interaction may be considered
antagonistic.

Monograph [7] studied the population dynamics of competing species. However the
general theory, as well as its particular cases relate to equations of different type
x, =x,f(x,,y,), while the function xf(x,0), related to the “resources” has to

increase monotonously. Typical scenarios of transition to chaos via a cascade of period
doublings in different nonlinear systems are presented in studies [7, 10, 11].

However, systems considered in those studies contain identical variables in both
parts of their equations and are different in principle from the newly proposed system.
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Despite its simple form, it is probably the particular reason why the very first study
historically [2] made it possible to present the qualitative scenario of evolution of the set
of system solutions. Study [2] used numerical techniques to confirm the hypothetical
existence of various cyclic solutions for system (1) and the emergence of “chaos”.
Calculations were made using a SW application to retrieve numerically the trajectories of
system solutions. These were tested continuously for uniqueness at prescribed accuracy
and for emergence of cycles of varying length and chaos. The approximate resulting
topography of various zones is shown (fig. 3).

" R
0 1 2 3 4 «a
Figure 3. Results of numerical modeling of the system its parameters 0< o, B< 4 varied

Area 1 contains solutions for insufficient resource so that both MAVEs degenerate;
in area 2 the number of agents in both MAVEs stabilizes; in area 3 a sustainable cycle S*
emerges; in area 4 cycles of periods 3 and more appear and an uncertainty developing into
a chaos follows. Exact boundaries of the areas remain indefinite.

Studies [3-7] defined the boundaries of these areas for the diagonal case (0=f) and
obtained a new graphic presentation of the positions of immobile solutions (“the solutions
ellipse”). It was found that the diagonal case yields the well-known Feigenbaum diagram
(the Feigenbaum tree), except biased by a single iteration (fig. 4).

06

|
3

Figure 4. Bifurcation tree for a two-parameter model, o=

The most interesting phenomena difficult to study occur in zones defined by their
controlling parameters «,S<(3, 4). Below we show the diagrams of the respective solution
trajectories.
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Figure 5 has one stable point in the vicinity of 1.

1/2 !  2-roots
3 “ 3.5 4«
Figure 5. Areas structure for 3<a<4, 3<f<4

Curve g = 0 corresponds to those values (a, ), for which the system has 3 roots.
Essentially, the third root is the touching point for the curves described by equations in the
system:

{yzax(l—x). )
x=py(l-y)

In area 2 the system has 4 different roots, the two central of them being unstable
and the other two stable (fig. 6).

1 T

0 X 1

Figure 6. System evolution for ¢ = =1+ J5

That situation means that the number of both MAVEs (the number of enquiries)
stabilizes with time and MAVEs stop competing for the virtual expert resource.

Area 3 (fig. 5) corresponds to one function from the equation of system (2) crossing
the maximum of another equation of that system and a periodic cycle forming. In our case
it means that the number of agents in both MAVEs will keep changing with a certain
periodicity. In dependence of the initial conditions in the 4-root area attractors may
emerge around either of the two crossing points off both sides of the diagonal, except for
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the zones of flip-over (fig. 7). This case is characterized by a pair of alternatives in the
numbering of the two competing MAVEs.
i

N\

|
0 X 1

Figure 7. System evolution for ¢ =3.6, f# =3.5

Most complex phenomena occur for when parameters a and £ yield such wide
attractors that their iteration cycles start flipping over from the area of one attractor to the
other (fig. 8).

Let us consider the conditions for the occurrence of that phenomenon in more
detail. Apparently, the cycle width is limited by functions’ maximums. Let there be two
cycles passing through the maximums of functions in the right-hand part of first and
second equations of system (2) (fig. 7 and fig. 8).

| I

1] X |

Figure 8. System evolution for ¢ =3.7, f# =3.55

The initial evolution of one cycle goes through the states 0 — 1 — 2 — 3 and the
evolution of the other through the states 0—1'— 2' -3’ (fig. 9).

Apparently, the key role is played by point “A” where the graphs intersect. In case
the attractor appears wider than the elevation of point “0” (or “0”) above point “A”, the
iteration cycle 0 — 1 — 2 —3 will fail to reach its attractor and will cross to the area of the
other attractor instead.
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v
| A\l 0
A
\
2 3 3

0 i - %
Figure 9. Cycle to cycle flip-over

We obtain an exact expression for the boundaries of that phenomenon. Consider the
evolution of cycle 0 — 1 — 2 — 3. We have

e (] [ ] s () (R O

b

_1
yO, _E
Wt
1 _%(l_ﬁ,
4 4

Equating X,» = X3 we get an equation for the curve where attractors start to

overlap. Using the problem symmetry one may assume x, =1-Xx, and simplify the

expression: x, =1-x, or

05,32(l_ﬁ){l_aﬂ(l_ﬂﬂzl_aﬂ[l_aj 3)
4 4 4 4 4 4
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Actually we have proved the following statement describing the fine structure of the
4-root zone: The chaos area is limited by the two branches of equation (3).

As its consequence this statement entails the well-know constant valid for the
classical one-dimensional case that separates cycle area from that of chaos (the area of
unpredictable behavior of solutions in a sense). For o=f that expression has the form:

2
2 H_%\_1-0
4 4
with its real solution:

a=2 V19 +34/33 Lt q]e3678
3 V19 +34/33

Therefore, a state commonly called chaos develops in the range of o> 3.678
(fig. 10).

w
" 4

‘2

/__ |

0 0.5 |

0

Figure 10. System evolution for « =3.95, #=3.9

The last case means that self-organized MAVEs replicate their agents at a large
frequency resulting in failures when addressing the virtual expert resource.

Of practical significance is the case of stable system solutions different from zero,
i.e. of stabilization in the numbers of both MAVEs.

Optimizing the number of agents for more than two MAVEs is reduced to the
problem of finding such controlling parameters o and f that stabilize their numbers for
each pair of MAVEs.

A Conclusion

The application of a modeling procedures package that allow to carry out an
adequate transformation of the intellectual capital components with a focus on multi-agent
experts functioning in expert and virtual environment of managerial decision-making is
reasonable to use in expert intelligent systems building to provide effective teamwork of
real and virtual experts when making optimal decisions. The process of interaction of
agents with the expert and virtual resource on a certain number of requests results into the
competition for resources, which can be simulated by using the approach proposed in the
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article. The results of numerical calculations have confirmed the effectiveness of the
developed model, which suggests the possibility of its practical use.
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Algorithmization of interaction of components
of expert virtual resource of procedural type
in managerial decision-making optimization

Yakov Lvovich, Oleg Choporov, Andrew Preobrazhensky

Abstract:

For intellectualization of managerial decision making support in corporate systems
it is recommended to use expert and virtual resource (EVR), which is a combination
of expert and computer resources. In the case when knowledge corporate environ-
ment is poorly structured and it has obscure connections and a multi-level subordi-
nation hierarchy, the EVR of procedural type intended for intellectual support of
decision-making, is used.

Considering the existing diversity of EVR of procedural type, there is a necessity to
develop algorithms for interaction of their components in managerial decision mak-
ing in various modes.

Algorithmization of a virtual mode of interaction is related to the sequential use of
all the three types of virtual experts, thus the basic procedure of multialternative
optimization used by multialternative virtual expert (MVE) prevails.

The principal task of developing the algorithm of dual mode interaction between the
virtual and real experts in the environment of managerial decision making consists
in development of a matrix game.

Algorithmization of a collective mode of interaction of real and virtual experts is
based on a man-machine procedure which provides a dialogue with real experts on
the basis of automatically offered questions, with further formalization of expert
answers. An iterative principle of building of this procedure by means of immersion
of question-answer process with a team of real experts in randomized environment,
is proposed. A Team mode with a dominating expert is based on agreeing the as-
sessments of priority of alternative optional managerial decisions by that expert
with assessments by a team of peer experts. The developed algorithms can be inte-
grated into the single environment of the managerial decision making subsystem
and used as a means of intellectual support.
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A Introduction

The optimal managerial decision making is based on systemization, analysis of
large amounts of accumulated information, use of methods of forecasting and mathemati-
cal modeling, engagement of leading experts in evaluation. As can be seen from the
above, this process requires attraction of extensive resources both human (expert), and
computer, and their close interaction. The set of expert and computer resources in a series
of works is called expert and virtual resource (EVR) of decision making. [1-4]. It is pro-
posed to identify the two types of EVR which are procedural and knowledgable. The first
virtual expert resource provides intellectual support for decision choosing, the second
supports all three stages of decision making,.

Virtual expert resource of procedural type is meant to intellectualize support for
managerial decision making in cases when the corporate knowledge environment is weak-
ly structured, features fuzzy links and a multi-level subordination hierarchy.

The basic components of virtual expert resource are real and virtual experts, the
basic principles of their interaction proposed in studies [5, 6].

Either an individual real expert (IRE) or a team of real experts (TRE) is brought in
to make decision.

In their turn, virtual experts may be divided into the following types according to
the functions they execute during decision making:

— imitational prognostic virtual expert (IPVE);

— multi-alternative virtual expert (MVE);

— multi-agent virtual expert (MAVE) [1-4, 7-9].

To formalize the interaction of components of the expert and virtual resource of a
procedural type in making optimal managerial decisions, the problem of development of
appropriate algorithms arises.

A 1. Virtual interaction mode

Algorithmizing the virtual mode of interaction involves sequential use of three
types of virtual experts: IPVE, MVE and MAVE. The basic procedure is multi-alternative
optimization used by MVE [5, 6]. It calculates variations of the criteria F' and functions
and constraints ¢ while the alternative variables change

m

1, —
z =4 ,m=1.M.
b
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The variation of a given factor F over variable z,, at k-th iteration is given by:
AF=F(E" )z, =0)-F(,z, =),

where z* =(2y.02,5- 2, )JV=1,M,v#m) is the vector of random realizations of

alternative variables. To organize the process of multi-alternative optimization and
formation of sets of dominating options W,, three variations are used, i.e. 6 calculations of
the factor are made.

Each calculation includes searching for the value of parameter f,, corresponding to

the alternative variable Z,, = 1. Next one has to retrieve the dependence of factor F on f,;:

F= F(f,,). Calculations have to be carried out for indicators /; corresponding to the criteria,
and I, corresponding to constraints. Therefore, the total number of search and retrieval
procedures for each .-th iteration is
7t =67, (2 =11y + 1) + 7, (2, =L 1y + 1)),

where the first element in the sum gives the number of search procedures of the first type
depending on the number of alternative variables and the total number of criteria and
constraints, and the second gives the number of retrieval procedures that depends also on
the number of alternative variables and the total number of factors.

As for retrieval procedures, IPVE is used, and addressing the corporate intellectual
capital is again needed to search for retrospective quantitative information and update
expert data, as described in modeling techniques presented in Section 3.1. Note that one
6
n-

To implement search procedures of first type one uses the multi-agent virtual expert
of first type with x agents, and that of second type with y agents. To forecast the degree of
competition between the two types of MAVEs for the virtual expert resource, we use the
system of iteration equations from Section 3.3:

To assess the controlling parameters o and § we refer to the first two iterations finding

needs 77 ; search procedures of second type to retrieve F=F(f,,) — 77

7[’(21) , 7[,(22) , ﬂs(l) , 7[2(2) for them and then retrieving x', X%, yl, yz.
yz
- xl(l — xl)
2
X
pe—
Y-y

With a and f known we model numerically the system of iteration equations for
k>2. In case we reach area 2, the number of agents in MAVEs of two types stabilizes, and
it is feasible to proceed to the virtual interaction mode. Otherwise one needs to substitute
one of the MAVEs. Selecting the two types of MAVEs goes on until we reach area 2 in
the result of numerical modeling.

This sequence of operations constitutes selection of the more effective agent for
search and assembly of information (SASA). Upon addressing SASA and defining the two
types of MAVE, one needs to assess the number of iterations (k") needed to form the set
of dominating options W,.

Functions belonging to the conditions of information balance for multi-alternative
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optimization procedures [5] are found from experimental studies:
the current random amount of information in averaged message

~ ~ ~ dyk
@ (k) =ay, —a, (1-17");
and the current random average of channel throughput capacity
~ ~ ~ ayk
@y (k) =dg, —a (1-1927)
It is assumed that during multi-alternative optimization the value of variable z,, will

be equal to 1 within the scope of probabilities change, p,, (1—¢&,1), and to 0 in the
(0, &) area. Then, following [5]:

~ ~ k M
@1 (k) = @y (k) = —e(k)lge(k) — (1 - s(k))1g - e(k)) + &" 1g(27 —1) = O(k).
We set the value of function ¢,(k) starting from the desired number of dominating
optional alternative managerial decisions in the set W, — L", define ¢10 = lg L’ and set

the value of probability P ((51 (k) < (010 ). Since it is known that the expectancy and
variance of @} (k) and @, (k) depend on the expectancies of parameters (Zlo), (51 ),

(a2) respectively (ao1, 2o, 11, a12, 221, @z, and variances D(a21) and D(a2)), these

values themselves follow the normal distribution law for fixed k. Then one may suggest
the following algorithm to define k’:

1) We find
0% =e%1ge’ —(1- Mgl — %) + % 1g2™ -1)

. 0
for a prescribed €

2) For L prescribed with respect to ¢, the probability is

~ 0 ~ ~ 0
Plp (k) <@y) = P([Qr — P (B)]< ¢y .
3) With the account of normal distribution of 51 and 52 and the

exponential form of retrieved relationship we proceed to the relationship for normalized
distribution function @ [10, 11]:

0 0 2 2 0 1 1
L ¢, —0Q —ap +ap 1o —an +ay
0 2 0 2
k as, k as
o =0
1 1
D2 (ay,) D?(ay)
4) Finally we retrieve &’ from that relationship.

Upon cutting off the iteration process for k=k’, we follow the procedure outlined in
Section 3.2 to form the set W,
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The structure of algorithmic procedure used to implement the virtual interaction
mode is shown in figure 1.

Define the spatial dimensionality of alternative variables and factors
of multi-alternative optimization model

| Do iterations k=1,2 with the use of MVE |

Define the number of search procedures of first

(70

n b

72'752) ) and second (ﬂél) , 72'22) ) type

Assess the number of MAVE agents needed to execute search
procedures (X, X2),( V1, ¥2)

Model numerically the system of iteration equations that characterize
competition of MAVEs for the virtual expert resource

Select the more effective agent to search and assembly information
(SASA)

Assess dimensionality of the set of dominating optional managerial
decisions (L ) and the number of iterations of multi-alternative
optimization (k*)

| Address IPVE |

|
| k=k+1 |

Run the k-th iteration chain
MAVE—IPVE—-MVE

k<k’

no

yes

Model the set of dominating options of dimensionality L" |

Form the set of dominating optional managerial decisions

W, l=1,LeW,

Figure 1. Structural flowchart of algorithmic procedure for the virtual interaction mode
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A 2. Dual interaction mode

The principal task of developing the algorithm of dual mode interaction between the
virtual and real experts (Section 2.2) in the environment of managerial decision making
consists in forming a matrix game (MG) [11, 12]. The first player (A) is the multi-
alternative virtual expert. Following Section 3.2 it forms the set of dominating options

W,eW,, [=1,L, which present strategies 4;, [= I,_L The second player (B)

assesses these options according to each criterion {/;, = 1,1 . It has two strategies: the

first (strategy B;) consists in using MVE for each criterion y/;, 1= 1,_1 followed by
definition of probabilities with the procedures of Section 3.2 and selection of /-th option

qlwi , =1L The second strategy (B;) consists in bringing in a real expert that offers
subjective assessments of each option VVI following the criteria {/;. As for strategy B,

we get probabilistic assessments of q;’yi , normalized over the interval [0, 1] immediately.
For strategy B, it is suggested to use procedures from Section 3.1 to construct the model

Vi (x), where x is the vector of values of varied parameters, define the values

Vi (xl) for [ =1, L and find the values 5;//i , normalized over the interval [0, 1]

¥y —min vl
C[l//i _ [=1,L
1= :
max{¥;}—minivi}
I=1,L I=1,L

where max {l// il} , mm{l// il} are the maximum and minimum values of criterion ¥/;,

respectively, calculated following the model over the set of options W, [ = L_L In
the result we have a (2 x L) matrix game. The

matrix of such a game (2 x L) for the criterion ¥; | = 17 has the form [5]:

B
A Bl B2
2! :
Ay q, 5._:;
1
AL q;p 5;?
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To find the optimal strategy we use the procedure of reducing the game of the form

(2x L)Y to the game (2 x 2)"7 .

B
A Bl Bz
W qil-""': S
W2 qzl_ﬂ: 5255':

where W', W* are the strategies of first and second players upon reduction to game

(2x2)Vi .
The optimal probabilities and pure strategies for the (2 x 2) matrix are calculated
following the formula [5]:
5 q 29 i .
P(wl) = , P(W)=1-P(W?).

A mixed strategy that consists of realizing pure strategies #' and #* randomly with
probabilities P(W") and P(W?) is optimal.

To proceed from game (2 x L)"'7 to game (2 x 2)"7 it is suggested to:
1. Exclude strategies W, that do not meet constraints imposed by the set of

constraining functions ¢ (Section 2.1) from the matrix (2 x L)¥ .

2. Retain only the dominating strategies in the matrix, i.e. those on which both real
and virtual experts express high confidence in their effectiveness.
3. Upon reducing preliminarily the number of pure strategies to L; <L use the

dichotomy principle. For that we find a mixed strategy VVlwz’ from (2 X 2)% matrices
with strategies of the first player A=W, A,=W,

B
A B, B,
1
/4 q, 5._:'?
T :

and calculate assessed strategies of player B for the following probabilities of mixing pure
strategies W, and W,:

i pl;: (W1)

=| & |, i=1,1
p (W)

1.2 |
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The assessment is done as following:

G5=68"p (W + &'p (W)

a

Next we find the mixed strategy VVIWZ’ 3, I =1, from matrices

B
A Bl Bz
Wiz 4y 1.2
W q; d;’

and repeat that transition to include strategy Wi,.
In the result we find probabilistic assessments of mixed strategies for the criteria \¥;,

i=11:

s
p (Wi, -1)
w
(W)

The structural flowchart of this dichotomy procedure is shown in figure 2.

i .
CHE =11

1

Probabilities for pure strategies p l'p’W_g are used for the final selection. Preferred is

the strategy with a maximum probability from among S vi , 1=1,1.Incaseitisa

pure strategy, it is accepted as the best pure strategy W, . If it is a mixed strategy, we

L-2

compare probabilities belonging to S v 1= 1, I and proceed with the process until a

pure strategy is finally selected.
Therefore, we have “I” best pure strategies for each criterion WMZ" , 1=1,1.The
alternative W), corresponding to a pure strategy of the first player that has become the best

\V.
for the highest number of 7 (2x L) " matrix games is accepted as the agreed dual

*
decision Wy, .
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Form the first (2x 2)"" MG with first player’s strategies
A1=W1, A2=W2, l=2

Calculate probabilities of strategies W, W, and construct
PY (W)
i

mixed strategy S/} = =11
gy P12 pr (VVZ)

Assess second player’s strategies

Vi Vi
qu‘%g

[=1+1

Form (2 x 2)‘/’1' MG with first player’s strategies A=W, _j, Ay =
Wit

Calculate probabilities of strategies W;_;, Wi+ and construct a
P )
sz (VVHI)

14

mixed strategy S/} = i=117

Find assessments for second player strategies

yes ]<

no

Finish the dichotomy procedure

Figure 2. Structural flowchart of dichotomic transformation procedure for MG (2 x L)

Structural flowchart of the algorithm of dual mode interaction between the real and
the virtual experts is shown in figure 3.
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Construct the set
of dominating

options W, eW,,
[ =1, L on the set
of criteria

V., i =l,_[ using

Use MVE procedure for
each criterion y;

Use real expert
resource to construct
the model w;(x)

MVE procedure
Form first player Assess first  strategy Assess second
strategies_ q;//,- of second player strategy of second
— — Vi
A=W, =1L for each criterion y; and player 8",
each strategy of first I=1.L i=11

player A=W,

I=1,L,i=11

b

Form (2 x L) matrix game for each criterion ¥; i =1,/

Reduce preliminarily the number of pure strategies L; <L

Implement the dichotomic procedure

Define probabilistic %sséssments for mixed strategies

Seps1 = | | =1,

P (Wi.e)
r g[wﬂij

L

Compare probabilistic

assessments at every stage

of dichotomic procedure
Li—2,L;-3, .. toselect

no

Pure strategy gets the

y

pure strategy
I

maximum probabilis-
tic assessment

I yes

Accept pure strategy for WA;;

Define the best pure strategy on condition WA;H =max {WA:Z }

Select the final decision WA;M
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h 3. Team interaction of experts of equal rank

Developing an algorithm for team interaction between the real and virtual experts to
select optimal (rational) managerial decisions is based on man-machine procedure. It
merges the resources of virtual and real experts and supports the dialogue with actual
experiments via automatically offered questions, expert answers formalized next [5, 6,
13]. An iterative principle of constructing that procedure is suggested, immersing the
question-answer process with the team of real experts into randomized environment. Such
an environment provides for possible adaptive step-by-step tuning of distribution of
random values that influence the training of experts during interaction. Experts may
observe the outcome of decision they have taken on the previous step and adjust their
expert valuation as needed, in dependence of answers by real experts and criteria ¥;

1 =1,/ assessed by the virtual expert. In case of MVE the set of dominating alternatives
W, is formed in advance.

Assume a group of real experts numbered d =1, assess the alternatives W,

[ = 1,7 according to criteria \VZWI , 1=1,1, their values defined by the virtual expert. To

form a randomized environment we introduce the following random wvariables and
distributions:

~

[ is a discrete random variable, its values | = 17 having the probabilities py,
. L
[=1LL, Z p, =1 that characterize the level of significance of alternative managerial
=1

decisions;

i is a discrete random variable, its values i =1,/ having the probabilities
- 1
pii=11, z p, =1 that characterize the level of significance of criteria used to assess
i=1

expert alternative decisions;

~

d is a discrete random variable, its values d = 1, D, having the probabilities p,

D
d=1D, z p, =1 that characterize the degree of trainability of real experts in the
=1
course of the dialogue and receival of new information on significance of alternative
decisions.
The first step in this team procedure is to define the ranks of criteria using a priori
ranging as outlined in Section 3.1.

In the result we obtain integer values of rank #; €l, I that decrease together with

significance of criteria for the team of experts. It is suggested to use these values to obtain

the initial distributions of discrete random values 7 and d so that the more significant
criterion or better trained expert gains higher probability of being involved in the search in
randomized environment:
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pl=1-- 11
27
i=1
! d
(-1
1 = PR
pd = Dl 1] ,d :l,D
> —-r')?

d=li=1

where rid is the rank attributed to i-th criterion by d-th expert,

(I”i - I’id )2 is the degree of deviation of d-th expert rank from its average value.
Since no information on preferred alternatives W; is available during the initial

stage, a uniform distribution is assumed for the discrete random variable / :
1 _
1
D= Z . /= l,L .
min

Vi~V

max min
Vi —V;

™",y are the respective minimum and maximum values of i-th criterion on the set

Next we use normalized values of the criteria ;&i = , where

of alternatives W,, Z=I,_L .
At each k-th iteration (k> 1, k=2, 3,..) the following sequence of steps is taken:

1. Following the distribution pg , d =1,D we generate the value of discrete

i k
random number d = "

2. Following the distribution p[k , | =1,_L we generate the value of discrete

random number | =/* = j and present it to expert d* to valuate the alternative w;.

3. Man-machine procedure is realized as a dialogue with expert number ¢*. He/she
is asked: “The value of which of the criteria characterized by alternatives W, fails to meet
it to the worst degree?”’

Let the answer be: “Criterion number *”.

Next question is: “To what degree should the values of criteria ¥; i = 17
characterizing alternative ¥, be changed to have a desired improvement™?
That degree is specified by a linguistic variable <should be changed> with its

grades of <strongly> <significantly > <somewhat> <a little> <very little> given in [5].

. ok k. . .
4. The set of criteria numbered I, , ..., Ig is considered, the grade of their

linguistic variable being <strongly>. This situation is formalized, first, as sign assessment:
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. . .k -k
oF — L if i eij,...,ig

i . . .
—1, in the opposite case i=1,1

and, second, as the average value of membership function pu [58] of the considered
linguistic variable:

2K
[ _T ’

where uf is the value of membership function for i-th criterion on k-th iteration.

It is suggested to use the function presented in [5] as the membership function.
5. Sets of criteria are considered, the grade of their linguistic variable being <very

little>, and the number of such criteria Tjk i1s calculated. In case we review all the

alternatives , [ =1, L in the course of our random selection, the result will be the

values le for all the alternatives [ = I,_L

6. We define the new distribution of the discrete random variable i using the
information obtained in the course of dialogue with the expert.

1
k k k+1
P; + E X(ez )8 o
k+1 .
p = " i=1,1
1+ ’ ’
where €' is the step taken when calculating the probability p; at (k + I)-th iteration.

e =¢"exp MTkiZé:Sign[Of" 9]¢,

i=if

9?71 is the value of sign assessment of i-th criterion at (k — /)-th iteration,

x(a) is the characteristic function,

I, if a>0,
xa) = 0, if a<0.

7. We do sign assessment of significance of alternatives W; on condition

Y Pl s Y il

i=1 i=1

9":{ 1, if = B
-1,

! in the opposite case, [=1,L
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8. We define the new distribution of discrete random variable [ in agreement with

sign assessment on condition Z pk+ll//l /> Z pl y/l
i=1 i=1
k k., k+1
ket _ PL X0 )y —
- s Z = I)L »
! k+1
I+y
k+1 ! j
while condition Z Di i Z ylelds
i=1 i=1
pit=pi =1L

where yk+1 is the step taken to calculate the values of probabilities p; during (k + 7)-th

iteration,

y =y exp 5ZSlgnKZpl ;! Zp j(Zp"” Zp, 7 H

lll i=1

&> 0 is the prescribed step size.

9. The distribution of discrete random variable d remains unchanged:
k 1
P, =ps.d=1D

10. The above man-machine procedure is stopped after searching through all the

alternatives VVI R [ = 1, L.
11. The best option J#" is selected as following:
1) We define the sub-set of alternatives [, : max7";
!
AW

1
2) We define the sub-set of alternatives L*2 : maxz pl.k V. s

i=1

3) We choose
I
* ko AW,
W. :max) py,"
i=1
le LNL,

as the best alternative option.

Finally: W= VVI*
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Now we proceed to explain adaptation inside the team of real and virtual experts in
randomized environment. First, it becomes possible to assess in the dialogue mode the
degree of satisfaction with the newly obtained values of criteria by a single expert for a
single alternative at k-th step.

Following the distribution p,, d =1,D, it is particularly the experts who offer
ranking assessments of significance of criteria closest to the averages that are involved
more often in the dialogue, i.e. experts with most coherent assessments.

Distribution p. , 1= 1,] is tuned for higher significance of probabilities of
those criteria that most often show the strongest disagreement with experts agreed on

various alternatives. Note that accounting for the algorithm of tuning p, , [ = 1, L and

selecting through all the alternatives, the probabilities of involving alternatives for expert

1
assessment increase for higher average value of weighted convolution Z pik -\ ;/Vl .

i=1
Upon a certain number of iterations for the alternative that represents the best combination

of values of criteria, for example, /;, the probability p, occupies a large part of the

interval [0, 1], forcing the other alternatives out, since other probabilities become

considerably smaller than p,- In other words, experts have the alternative /; presented

oftener for assessment and it is on that alternative that experts finally agree in their

k
opinion on the significance of criteria and distribution P; stabilizes. It is then said that

k
P, were obtained by adapting weight coefficients of criteria in the weighted average

convolution
1 A I
Z(X,l.\lll.,OS(X,'Sl, z(x,-zl’
i=l i=1

1
where O, =pl.k,since0§ plk <1, 2plk =1.
=1

Choosing the size of the step for the second level e, yk“ is organized so that, first,
the value of membership function calculated for the specific grade of linguistic variable is
used to tune probabilities p;, and, second, the aftereffect of expert’s answer on (k — I)-th
iteration is accounted for to tune p; and p, The latter makes it possible to change
significantly the distribution of probabilities, provided expert assessments coincide on the
(k—I1)-th and k-th iterations; no sharp changes are introduced if there is no such
coincidence.

The structural flowchart for the team mode selection algorithm in virtual expert
environment is shown in figure 4.
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Form sets W, ={W,,l = I,_L}, W= {l//.W’ }, i= 1,_[, [= I,_L on the basis of virtual expert

l

information

Define normalized values of criteria

AW _ -

y, ,i=L1,1=1L

Select the team of real experts d = 1,7)

Define coordinated expert ranking criteria 7;, § = L_] on the basis of a priori ranging

Form initial distribution to launch randomized environment for man-machine procedure

P i=11; P l=1,_L;pj,,d=1,D

k=k+1

Yes

No

Run dialogue with real experts in randomized environment

Define expert grades of linguistic variable for each criterion

ai:L[;efol:ﬁ;zk:l:LLa“k

k
Formalize expert answers "’

Define the distribution for (k + I)-th iteration

pLi=LI1p" =1L

Define sub-sets of alternatives LT and LZ

Select finally the best alternative 7" on set L: N Lz

Figure 4. Team mode selection in virtual expert environment. Algorithm structural flowchart
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A 4. Team interaction of experts of equal rank

Team mode with dominating expert is based on agreeing the assessments of priority
of alternative optional managerial decisions by that expert with assessments by a team of
peer experts [5, 6].

Assume that the dominating expert’s number is d = 1, while other experts belong to
d = 2,7D Going by their experience of interacting with a dominating expert (manager)

and accounting for their intuition, logical analysis and experience these other experts use

the question-answer procedure to assess the effectiveness of each alternative IV, [=1L

proposed by expert #d = 1.
To organize the question-answer session we form a special linguistic structure. At

the first stage we connect valuation of alternatives W, [ = 1,7 by experts d =2, D

with distributing all such alternatives into 3 classes that correspond to the effectiveness of
the chosen decision:

e class A: the alternative J¥, is effective with probability close to 1;

e class B: the alternative I, is ineffective with probability close to 1;

e class C: the alternative I, is effective with probability less than 0.5.

Expert #d = 1 presents his/her assessed allocation of alternatives W, [ = 1,7 to

classes A, B, C.
Valuation by experts d = 2, D 1is based on the dialogue composed of answers to K

questions of alternative form:
o= (0, ..., O, ..., Og).

The task of constructing linguistic structure during the second stage consists in
selecting such number of questions K that would make it possible to assess the degree of

agreement (state ) between the dominating expert and each of d = 2, D experts of equal

rank. To retrieve the value of K we use the entropy approach [14-16].

With three classes available for the dominating expert and experts of equal rank to
distribute alternatives to, state § has nine possible outcomes that remain equally probable
prior to the dialogue procedure. Hence, the entropy 3(B) = log 9. Meanwhile alternative
questions that accept positive or negative answers only yield the entropy of the dialogue
mode o

(o) <K log 2,
where 9(a) = log 2 for alternative answers.
Information obtained in the dialogue mode has to be at least as diverse as the
outcomes for state 3, which yields a relationship
3(a) = AP)

or
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Klog2 >log?.

log 9 e K>4.

Therefore, K >
log 2

As for the third stage of constructing linguistic structure it is suggested to organize
question-answer exchange as a sequence of four questions for each alternative

W, l= I,L:
1. Has expert d = 1 correctly rated alternative ¥, to class A or B?

2. Has expert d = 1 correctly rated alternative J¥, to class B?

3.Does expert of d =2,D believe alternative W, to be effective with a

probability higher than 0.5?
4. Has expert d = 1 correctly rated alternative ¥, to class A?

Alternative answers (1,0) to the above questions yield 2*=16 situations.
Meanwhile, placing alternative J¥, in class A, B or C produces 9 situations only, i. e. 4
questions are redundant. However, having 2° = 8 questions would prevent clearing all 9

situations. Table 4.1 below shows the decisions in dependence of answers to all the 4
questions.

Table 4.1. Adopted decisions

. . . . Adopted
No. Question 1 Question 2 Question 3 Question 4 decision
1 1 1 1 1 A
2 0 1 1 1 C
3 1 0 1 1 A
4 0 0 1 1 -
5 1 1 0 1 A
6 0 1 0 1 -
7 1 0 0 1 -
8 0 0 0 1 -
9 1 1 1 0 C
10 0 1 1 0 C
11 1 0 1 0 B
12 0 0 1 0 -
13 1 1 0 0 B
14 0 1 0 0 -
15 1 0 0 0 B
16 0 0 0 0 -
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Answers by experts in the question-answer mode should be treated as voting on /-th
alternative [ = 2, [ the votes distributed into three classes A, B and C:

A B B
NI NP

Following the majority rule (I's;), the final decision according to expert valuation
consists in putting it with the class of maximum N, .

Incase N, = N, ;V’ , the alternative I/, contends for the optimal decision but needs

coordination with the dominating expert. The final decision on the set of alternatives
corresponding to that condition is taken by the dominating expert (I'3,).
Therefore, the question-answer procedure combined with the leading role of
valuation by the dominating expert helps to choose the optimal decision #" in team mode.
The dominating expert may agree with opinions by experts of equal rank and
choose an optimal decision on condition:
W — max w,:N, |

In other case the dominating expert may choose an alternative W,

(N ., <N ” ) as his/her best decision and apply the algorithm placing ¥, among the

leaders additionally, provided the respective resource is available and it is possible to
define the influence of that resource on winning the leading position [17-19].

The structural flowchart of team mode selection algorithm with dominating expert
is shown in figure 5.

A Conclusion

As a result of the undertaken study, a set of algorithms for interaction of
components of an expert and virtual resource of a procedural type in optimal managerial
decision making, is developed. The algorithm of virtual mode of interaction, based on the
basic procedure of multialternative optimization; dual regime based on the matrix game
development; collective mode of peer experts interaction, based on the iterative principle
with immersion of question-answer process with a team of real experts in a randomized
environment; collective mode with a dominant expert, based on the process of
harmonizing its priority assessments with those of alternative managerial decision options
provided by peer experts. The developed algorithms can be integrated into the single
environment of a decision-making system and be used as a means of intellectual support.
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Introduce the principle of classifying alternatives via
3-level probabilistic assessment of their effectiveness
(A, Band C)

'

Select the number and content of questions to construct the question-answer
procedure

v

Organize selection of answers to questions by experts of equal rank

d=2,D

v

Transform the question-answer mode into expert voting moded = 2, D

'

Analyze voting results for each alternative W, [ = I,_L according to the

majority rule (N, N,, N, )

v

Define N, =maX{N;V’,, Ny, N;}

'

Form set of alternatives

no

'

A 4

Discard
alternati
ves

l yes

Form set of alternatives contending for the position of optimal decision

'

Dialogue with dominating expert d = 1
to assess selected alternatives

'

Dominating expert selects the optimal alternative w: finally
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The development of CAD of information
systems and software for diffractive structures

Igor Lvovich, Andrew Preobrazhensky, Oleg Choporov

Abstract:

The CAD development of diffraction devices is one of the promising directions for
development of computer-aided design, and antenna equipment. In this paper the
basic features of CAD development of electronic devices are introduced. For opti-
mal choice of basic elements for radar antennas in the analysis of radar character-
istics, it’s recommended to use the principle of maximal correlation coefficient of
selected basic elements parameters and the required characteristics of electromag-
netic waves scattering, as well as cost characteristics of the antenna along with the
desired characteristics and technical specifications of the automated design. The
structural scheme of CAD diffractive structure is examined in detail. The operation
of the CAD program head and the structure of information support for CAD and its
relations with the software are described.

Keywords:
Simulation modeling, CAD, scattering of electromagnetic waves, radar antenna.
ACM Computing Classification System:

Equation and inequality solving algorithms, Parallel programming lan-
guages, Optimization algorithms.

A Introduction

The lenses of radar signals (radar target) space, air, land, water and energy convert-
ers of electromagnetic waves (banners, a means of reducing the visibility in the radio
waves, the antenna of the microwave and EHF ranges) as a rule, are characterized by their
large electrical size, complex geometry, presence of absorbing and non-linear elements.
Analysis and synthesis of the above-mentioned electrodynamic objects based on rough
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ideas about proceeding in which physical processes carry the risk of significant and barely
controllable errors in the evaluation of their main characteristics, which, as a rule, quickly
change with frequency, polarization and angle of incidence of electromagnetic waves.
Measurement of basic characteristics of radar targets (polarization matrix, effective sur-
face scattering in monostatic and bi-static modes scattering) in a wide frequency range and
broad angular sector requires a certified or specially equipped antenna of a polygon, or a
certified anechoic chamber (the cost of which can provide several million dollars), and
large expenditures of time and resources.

For the optimal choice of the basic elements of radar antennas in the analysis of ra-
dar characteristics [1-3], you may use the principle of maximal correlation coefficient of
selected parameters of basic elements and the required characteristics of scattering of elec-
tromagnetic waves, as well as cost characteristics of the antenna with the desired charac-
teristics and technical specifications for automated design. The use of the system of
weights of importance of basic parameters and characteristics of user-defined CAD, se-
verely limits the number of possible design options.

The block of the The base elements of
technical design of = radar antenna
the antenna
The needed o ..o o
characteristics of BL  py BC
Theblock of the —1 radarantenna he block of
weight coefficients Theblocko
formain parameters - calculation the
coefficients of P
Base structures of ) kol
= correlation By B BC
radarantenna

T

The choice of optimal —_
= base elements and

modes

Figure 1. Flowchart of making design decisions using the principle of maximum correla-
tion coefficient

The block diagram of this stage is shown in Fig. 1 using the following notation:

_—

o4 is a vector, each element of which is a function of a certain number of variables (e.g.,
frequency, azimuthal and elevation coordinates, etc.) corresponding to the technical task;

0y, , Qs , Oy — Vectors containing the appropriate dependencies for the basic el-

ements of antennas, the required values of radar characteristics and basic structures of an-
tennas respectively;

F — the vector of weights of importance of basic parameters and characteristics of
antennas;
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ky;» kys . kyy — Vectors containing the appropriate correlation coefficients.

The need for prior analysis of the basic elements caused by a significant amount
and complexity of the processes occurring in real antennas. In addition, this approach is
due to the impossibility of constructing a simple equivalent model of arbitrary diffractive
structures.

Developed in the present work, CAD diffractive structures have the following fea-
tures [4-7]:

— usage along with rigorous methods of mathematical modeling of heuristic meth-
o0ds have a narrow scope;

— diversity and object oriented physical-mathematical models, which are based on
implemented algorithms in the framework of CAD and programs to improve performance
of solving the problems of modeling;

— lack of a unified mathematical apparatus developed in the CAD system, limiting
the scope of its tasks;

— support for expansion of the variety of designed objects due to the modular organ-
ization of CAD.

The structure of the developed CAD system is depicted in figure 2.

Data Base Interface
/ User'sfiles

MAIN PROGRAM

Block of calculation 2-D structures

Block of calculation 3-D structures -

OF CAD Archive

Block of prediction radar

characteristics Block of calculation the

inverse problems

Figure 2. The structural scheme of CAD diffractive structures

Database management system (DBMS) database is characterized by the use of a re-
lational data model. In the database (DB) stored key parameters and dependencies that
characterize standard elements included in the composition of technical objects (cylinders,
wedges, hollow structure (cavity), etc.) and materials (metals, dielectrics, magneto-
dielectric). Each type of basic elements and materials may be characterized by its set of
numerical parameters. The sets of components for the same type are presented in tables in
first normal form.

The archive is used to store user files, designed for specific tasks-aided design and
modeling. Classification of tasks for the archive of information is compiled by the user.
They must be continuously updated and expanded when working with CAD.

The unit of calculation for scattering characteristics of two-dimensional structures
allows anyone to calculate the scattering parameters. The unit of calculation of scattering
characteristics of three-dimensional structures allows to calculate the scattering parame-
ters. Functions for the block of prediction of radar characteristics include the prediction of
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scattering characteristics for diffractive structures. Forecasting is based on data from a
data block.

The block for solving inverse problems of scattering of electromagnetic waves al-
lows to predict the shape of the object in the restored premises of the reflectors, the pre-
diction of the characteristics of radar absorbing materials and coatings applied to the sur-
face of the object.

The unit for calculation of scattering characteristics of antennas, using blocks calcu-
lating the scattering characteristics of two-dimensional and three-dimensional structures
allows calculation of characteristics of two-dimensional periodic gratings and metal-
dielectric antennas, the calculation of the characteristics of horn-gap excitation of the dif-
fraction element antenna arrays for microwave range of wavelengths, and the scattering
characteristics of dipole antennas.

The main program controls all CAD blocks and coordinates the sharing of infor-
mation between interconnected functional blocks. Its operation is illustrated in figure 3.

The input data forthe
tvpe of considered
problem

The calculation of
characteriztics of antsnna

Yes

The input ofinitial
The input data for data
design of antenna

Ml ¢
l -The simulation of scattering
ofelectromagnetic waves on

-The calculation of characteristics of

plane diffraction antenna diffractiunlal structures
-The calculation of characteristics of - The prediction of scattering
metallodielectrical antenna characteristics

-The calculation of characteristics of - The simulation ofreverse
antenna on the base of focus

reflectional grid problems of diffraction
-The calculation of characteristics of
rupor-slip antenna

The calculation of characteristics of
vibrator antenna
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f h |1 ]]] aj bl |c

L

v
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d

O
=

Figure 3. The operation of the head of a CAD program (sheet 1)
110



The development of CAD of information systems and software for diffractive structures...g

As we can see from figure 3-4, CAD diffractive structures and antennas consists of

f
v

two main parts — analysis of diffraction patterns and diffraction analysis of antennas.
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Figure. 4. The operation of the head of a CAD program (sheet 2)
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Structural synthesis of antennas is based on the optimal choice of combinations of
basic structures of radar antennas, basic antenna elements, the required values of radar
characteristics. The optimality chosen criterion is the maximum of the correlation coeffi-
cient between the given and design specifications of antennas, depending on the specific
base elements of the structural scheme and mode.

_—

Specification for the design of radar antennas could be represented as a vector a3,
each element of which is a function of a certain number of variables (e.g., frequency,
asimuthal and elevation coordinates (771,772,...,77L), etc.). The elements of this vector

may be, for example, the functional dependence of the gain of the radar antenna, its effi-
ciency, VSWR, cross-polarized radiation, slope, angle-frequency characteristics of the

antenna, etc. Denote by «,,, @, , @, . the vector-function containing the appropriate
dependencies to the underlying antenna elements, the required values of the characteris-
tics, the basic structures of antennas, and using the vector of weights 2 of importance of

basic parameters and characteristics of antennas, determined based on customer require-
ments to design the antenna. All the above vectors have the same dimension K .

The set of vectors for each stage of making design decisions (selection of the basic el-
ements, values of the characteristics, the basic structures of the antenna) forms a rectangular

matrix, the number of rows corresponds to the number of source options for each stage:
Ay = (aVA‘l aVA‘N)v Apy :(aBVl aBVM)' Ape = (aBCI aBCQ) [8].

The process of structural synthesis of antenna is reduced to the following series of
procedures to find maximums of the respective correlation coefficients

Beiw [ @iy (mmpeiy)- o, (mottyeo, ) dmn,...dn,

55,5,

[ @, (o) dndnydn, x| g (mom,n,) dndn,..dn,

§55, 51535,

j=1..,N

. K
kVAj = Z
i=1

\/Sl

Bresi I a—BVg; (’71”72---77L)'@;(’71"72"'77L)d771d’72"'d’7L

5.85...8,

[ aw, () dndn,dn, x| ag, (mom,m, ) dndn,...dn,

S5p..S; 5S,...S;

j=1..M

o K
kg ;= Z
i-1

\/51

Beit | @y Ottty ) g, (o, ) dydny, .,

K

F _ 81858,
BN j — \/

S e, (g, ) dmydnyedn, x| ag, () dndn,..dn,

5,858, 515,...8;
j=1..,0

where Sl,Sz,---,SL — the range of the parameters (771,772,...,77L).

For each of the vectors of correlation coefficients using standard procedures we get
the maximum elements, numbers of which correspond to the optimum for a given tech-
nical specifications for the design of basic antenna elements, values of the characteristics,
and basic structures of antennas.
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Software modules have user-friendly interface and may be maximized to fit the
window when developing CAD was made by C++ Builder. The response time for one
specific module using a PC with a Pentium [11-900 can be in the range from several se-
conds to several tens of minutes. The desirable volume of the computer's RAM — at least
256 MB (the order of matrices solving systems of linear algebraic equations might reach
3000 up to 5000) - free hard disk capacity — 200 MB.

The database has a file structure and carries out the input, storing, searching and
providing information about the characteristics and parameters:

- standard elements and diffractive structures;

- basic elements of diffraction antennas and metal-dielectric antennas;

- tabulation according to functions for calculation of which is required considerable
machine time (for example functions involving integrals used to determine the scattering
characteristics of diffractive structures);

— source data of all ongoing projects;

intermediate data arrays organized in the form of temporary files;

— electrodynamic models of diffraction structures, and antennas formed as a result
of design.

For communication with the user the user interaction program is divided into the
graphical interface program and processing program along with object-oriented messages
[62, 198-199].

The program processing object-oriented messages allows you to enter source data
and to modify the database using the special text forms and queries.

The dialog mode is performed by engaging the drop-down system menus that allow
you to enter raw data into a user-friendly form to manage the process of formation of elec-
trodynamics, mathematical and optimization models, modifications of the database con-
tents, ability to choose various views for simulation results, optimization and automated
design (in the form of the surface, maps of lines of equal level, the family of graphs in car-
tesian or polar coordinates, tables, etc.), management of communication with the database
or other CAD programs.

CAD structure software allows us to develop several simultaneously running pro-
jects. The source data for each project is stored as a file in the database. The model is cre-
ated and updated with a special project file that contains the description of the generated
model. In the case of an adequate model, this file is stored in the database. Intermediate
results may be stored as external files or in the computer memory or they are removed au-
tomatically.

The composition of the structural scheme of data transmission and management is
the communication interface with the database and other hardware-software units that al-
low to carry out data entry and to communicate these findings in an external subsystem or
the database. The communication interface also converts the files used by the CAD format
for external programs or databases.

The structure of information support of CAD and its relationships with the software
is shown in Fig. 4. The database contains files with names MPL (the library of
electrodynamic parameters of materials), SEL (a library of standard diffractive structures),
SCL (a library of basic structural patterns of diffraction antennas), TFL (library of tabulat-
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ed functions), and the file extensions .trd (source projects).edm (the project files for the
generated electrodynamic models) .rez (files of results of models and computer-aided de-
sign), .tmp (intermediate data).

Database management provides the monitor module that is being used as a text edi-
tor module database correction database (CDB) program processing object-oriented mes-
sages. The MPL, SEL, BAL, BEL, SCL, BVL, SAL, PSL, TFL files have the extension
.dbf and are stored in a database format of Builder C++. This fact allows us to minimize
the size of files maintaining compatibility with the most common databases. Other files
commonly used in CAD systems are used in plain text format view of the data [9].

The main indicators characterizing the adequacy of the CAD complex objects are
used as follows: "fizicheski" results of mathematical modeling, optimization and comput-
er-aided design;

— stability — small changes in input parameters or technical specifications for the de-
sign should correspond to small changes of output parameters and characteristics;

— repeatable results — the same input data are entered in different sequences that
must correspond to the output unchanged;

— use of different research methods or projects for the same object should result in
measurable results;

— correspondence of the results obtained when using different CAD systems, devel-
oped by different teams;

— use of correct mathematical methods, models and algorithms;

— fast convergence exploited in CAD algorithms;

— conformity of the research results or the design object data of experimental and
field studies.

Of course, the latter criterion of CAD adequacy is crucial. The indicator "physical
reality level” may be a subjective assessment of the quality of computer aided design.

Under property we understand effectiveness of the program ensuring the CAD sys-
tem to perform a required function without excessive misuse of resources. As an assess-
ment of efficiency one often takes characteristics of the program, the value of which is
directly proportional to fast-contribution and inversely proportional to the amount of used
resources of the computer and external devices [10-15].

Developing CAD systems as a whole it must meet the above criteria. The adequacy
of the overwhelming majority of system functions of automated design for diffractive
structures under-firmed positive results of experimental and textural studies analyzed (de-
signed) objects.

In conclusion, the main directions of development and modernization designed by
CAD should involve:

— improvement of the CAD interface and the extension of possible use of standard
databases;

— inclusion of expanding design and engineering capabilities in the computer-aided
design system;

— increase of the possible degree of design automation by increasing the number of
operations that CAD systems effectively implements without user intervention;

— increase the effectiveness of CAD.
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Modeling of scattering of electromagnetic waves
on the base of multialternative optimization

Yakov Lvovich, Andrew Preobrazhensky, Oleg Choporov

Abstract:

One of the problems arising in management of large systems, is a scattering of elec-
tromagnetic waves on complex structures with radio absorbing coatings. In many
cases the hollow metallic structures with circular cross section are observed. The
modal method was used to estimate the modes in the inner area of the cavity. Tan-
gential components of electric and magnetic fields at the aperture of the cavity ex-
cited by a plane electromagnetic wave can be represented in the form of expansions
in modes of waveguide with the corresponding unknown modal coefficients. At this
stage, the reciprocity theorem of modal coefficients within the relevant cavity
modes is determined. Methods of optimization of characteristics of radar absorbing
coating are introduced. Determination of the real part of dielectric permeability of
radar absorbing coatings in a given thickness of its layer is shown on correspond-
ing figure. Application of absorbing load in the form of the two radar absorbing
layers with increasing thickness of one absorbing coating with constant thicknesses
of a different radar absorbing coating is introduced. The possibility of achievement
of a significant reduction in the level of radar cross section is described.

Keywords:

Simulation modeling, multialternative optimization, scattering of electromagnetic
waves, cavity structure.

ACM Computing Classification System:

Equation and inequality solving algorithms, Parallel programming languages, Op-
timization algorithms.
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A Introduction

The development of electrodynamic systems of computer-aided design (CAD) al-
lows us to solve a completely new challenge in the field of antenna-feeder equipment, dif-
fraction theory of electromagnetic waves on structures of complex shape that require sub-
stantial computing resources and is practically implemented to fulfill many scientific de-
velopments, the high degree of complexity of which hindered their practical implementa-
tion.

The special class of problems is the study of scattering of electromagnetic waves on
the various hollow structures, which can be included in the composition of technical ob-
jects of complex shape as elements of design or composition of antenna-feeder devices.
The particular interest is in the construction of algorithms of calculation of scattering
characteristics of electromagnetic waves of three-dimensional structures. The calculation
cannot reduce the dimensionality of the problem (due to the symmetry of an object). The
most difficult thing is to research the hollow structure, the dimensions of which corre-
spond to a resonance region.

The calculation of the radar cross section (RCS) of three-dimensional perfectly
conducting hollow structures of complex shape with arbitrary cross-section containing
radar absorbing materials is a complicated electrodynamic problem. The currently used
methods [1-3] to calculate the electrodynamic characteristics of electromagnetis waves is
only on hollow structures of some classes, characterized by specific dimensions, shape
and cross-sectional hollow structures and methods of placing radar absorbing materials.

At low frequencies, in the resonance region, i.e. when viewed from the hollow
structure with aperture size ~1A, can be used a rigorous method — method of integral equa-
tions. For hollow structures with the size of the aperture, comprising several wavelengths,
in some cases, it is convenient to use a high frequency approximation [4-6]. There are var-
ious high-frequency methods to determine the electromagnetic fields scattered by such
structures. One of them is modal method [7].

In practice there are hollow structures, extended in a certain direction and having a
uniform cross section along this direction.

In the mathematical modeling of such structures can be represented in the form of a
segment of a homogeneous waveguide cross-section. Naturally, this model is one of the
simplest models of cavities that are part of real objects. However, such model allows a
rigorous modal analysis of the fields inside the hollow structure.

The field inside the structure is represented in the form of an expansion in wave-
guide modes are known. The unknown modal coefficients are on the basis of the reci-
procity theorem [8§].

To calculate the RCS of the considered class of structures of hollow rectangular and
circular cross section were used modal method. The modern units also include a large
number of hollow structures with uniform cross-section, which is close to elliptical (e.g.,
input and output nozzles, antenna on-Board radio-electronic complexes, the waveguide
emitters included in the composition of phased antenna arrays, etc.).

The most fully investigated phased array of waveguides of rectangular and circular
cross sections, however, using the well-known advantages of waveguides of more compli-
cated cross-section is elliptical, you can improve range, power and polarization character-
istics in a wide angle sector scan.

The parameters describing the shape of the waveguide, give the developer addition-
al degree of freedom for matching the radiator to the space available.
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Use in radiators of various absorbing coatings can reduce the reflectance to a suffi-
ciently large sector of the scan when negotiating antenna array with free space.

Thus, due to high incidence of hollow structures of elliptical cross-section the cal-
culation of RCS [9] is an urgent task.

When calculating the RCS three-dimensional hollow structures with elliptical cross-
section (unlike, for example, structures with a rectangular cross-section) to reduce the
problem to two-dimensional and thus reduce the amount of numerical calculations.

Based on the above it is of interest to develop an algorithm of calculation of RCS
hollow structures of elliptical cross-section as containing and not containing radar absorb-
ing coatings, enabling the analysis of propagation of electromagnetic waves inside struc-
tures with the specified cross-section.

This will provide an opportunity to identify concrete ways to build structures with a
given value of the scattering characteristics of electromagnetic waves.

One of the conditions of creating antennas with specified characteristics is the de-
velopment of adequate mathematical models and algorithms of calculation of complex
diffractive structures that are part of the antennas.

The need to study the diffraction of electromagnetic waves on reflective comb with
double periodicity, covered with a layer of dielectric because such a structure can be used
to create planar microwave antennas of the diffraction type electronically controlled polar-
ization sensitivity.

The basic idea of e-selection on the basis of polarization is that the comb is posi-
tioned orthogonal relative to each other grooves, which are polarization-electoral ele-
ments: with parallel mutual orientation of the magnetic field lines incident on the structure
electromagnetic waves and grooves of a diffraction grating (DG) excited standing waves
of significant intensity.

Thus the reaction of grooves located along the other coordinate axis, on the field of
the incident wave is negligible (due to their zapredelnoe to the waves of a given polariza-
tion).

rrently, there are no scientific simple mathematical model of the process of mutual
transformation of bulk and surface waves in two-dimensional periodic metallic PD is cov-
ered with a dielectric. In this paper we consider a mathematical model which enables to
obtain useful results for practice.

A well known disadvantage of diffraction antennas — escapologist — can significant-
ly offset by the use of polarization decoupling to transmit information. This problem can
be solved by the example antennae consisting of diffraction gratings covered with dielec-
tric waveguide. The calculation of the electromagnetic waves on the grid can be carried
out using the apparatus of integral equations and theory of periodic structures.

The type of the equation depends on the structure of the antenna. In the case that the
antenna contain metal-dielectric materials in their construction, this is taken into account
by introducing into the integral equation corresponding members containing characteris-
tics (e.g., surface impedance) of these materials.

The diffraction grating can be used in diffractive antennas with optical excitation
type.

It includes a reflector waveguide with grooves of square cross section filled with a
homogeneous dielectric. In the evaluation of the directional diagrams can be used ap-
proach on the basis of the two-dimensional model that allows to significantly reduce the
need for calculations. The calculation is carried out based on the method of integral equa-
tions.
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As the excitation elements may be used in horn-slotted emitters.
Practically important is the interest of the development of an algorithm that is based

on a strict method of the analysis of such structures.

The use of multiple radar absorbing coatings with specific properties (e.g., thick-

ness) allows to achieve the required values of the scattered electromagnetic field in certain
sectors of angles.

Consider the characteristics of dispersion (RCS) waveguide cavities of circular

cross-section with a flat absorbing load (fig. 1).
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The scattering matrix of a perfectly conducting hollow circular cross-section [10]:
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rae . = (k> —(%)2)1/2, y =k’ _(%)2)1/2 , &0y & — the n-th roots of the
Bessel function and its derivative, respectively.
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Figure 2. The dependence of RCS of cavity from the change of the thickness of a coating
layer at a constant thickness of the other layer coating

Settings: €, = 7,4, w; = 0,92 —j0,31,and g, = 13.5—j - 18,1, p, = 1.05.
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Figure 3. The dependence of RCS cavity from the change of the thickness of a coating
layer at a constant thickness of the other coating layer
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Parameters: €1=12.1 —j0,124, u1=1,54 —j3,106 and €2=13.5 —j-18,1, u2=1.05.
The RCS of cavity of circular cross-section is calculated as:
c=4r1S,, |’ )

The scattering matrix of the cavity with radar absorbing coating is determined us-
ing the expressions for the generalized scattering matrices of the waveguide of circular
cross-section of the waveguide segment and with radar absorbing coating [11].

Far field is calculated in the Kirchhoff approximation for three-dimensional case
[12].

The modal calculation of the RCS cavity of a simple form of arbitrary uniform
cross-section for the case of E-polarization the incident electromagnetic wave consists of
the following steps [13].

1. Tangential components of electric and magnetic fields at the aperture (z = 0) of
the cavity excited by a plane electromagnetic wave can be represented in the form of ex-
pansions in modes of waveguide with the corresponding unknown modal coefficients. At
this stage, using the reciprocity theorem [126, 144], the modal coefficients are determined,
within the relevant cavity modes. Calculated modal coefficients corresponding to exiting
from the cavity modes, using the well-known expression for the generalized scattering
matrix S, cavity.

2. In the approximation of the Stratton-Chu [279] calculated the secondary stray
field of the cavity, due to coming out of the aperture modes. This approach does not take
into account the diffraction of electromagnetic waves on the edges of the cavity, it can be
taken into account when using the method of boundary waves [225].

3. The field scattered by the cavity is calculated based on the approximations of
Stratton-Chu.

From the known values of the RCS cavity of circular cross-section can be synthe-
sized characteristics of radio-absorbing coating, placed on the rear wall of the cavity.

A flat dummy load represents two layers of radar absorbing coating (Fig. 1). For
example, as an absorbent load were examined materialsel = 7,4, ul = 0,92 —j0,31 and €2
=13.5—-j - 18,1, u2 = 1.05 (1st case), as well as materials with €1 = 12.1 —j0,124, ul =
1,54 — 3,106 and €2 = 13.5 —j - 18,1, u2 = 1.05 (2nd case) [281]. Consider the cavity
had a radius a = 5.5, and length L = 15.5A. The thickness of the layers d1 and d2 of radar
absorbing coating is varied from 0 to 0.1A.

It was shown that when using absorbing load in the form of two radar absorbing
layers with increasing thickness one absorbing coating (d2) with constant thicknesses of
different radar absorbing coating (d1) it is possible to achieve a significant reduction in
the level of RCS in the maximum of the main lobe diagram of the inverse scattering at a
constant level of RCS in the field of the first few side lobes (the change of the RCS was
not more than 3 dB when changing d2 from 0 to 0.11)

In Fig. 2 shows the results of calculations for the 1-st case (when d1 = 0 and d1 =
0,040).

In Fig. 2 marked: 0 — level of the main lobe of the diagram of return dispersion, 1,
2, 3 —level first, second and third lobe, respectively.

In Fig. 3 shows the results of calculations for the 2nd case (when d1 = 0 and d1 =
0,045%). In Fig. 3 marked: 0 — level of the main lobe of the diagram of return dispersion,
1, 2, 3 levels first, second and third lobe, respectively.

It is possible to vary not only the thickness of the PSC, but under the given thick-
nesses of the radar absorbing coating to determine their dielectric or magnetic permeabil-
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ity. For example, suppose that in the 2nd case the real unknown part €1, i.e. el = X —
j0,124, ul = 1,54 —j3,106, where X is the unknown value.

Then asking a certain level of the main or side lobes, it is possible to determine this
value. In Fig. 4.34 shows the results of calculations for this case (d1 = 0,055\ and d2 =
0,0112). In Fig. 4.34 indicated: 0-level of the main lobe of the diagram of return disper-
sion, 1, 2, 3 levels first, second and third lobe, respectively.
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Figure 4. The determination of the real part of the dielectric the permeability of radar ab-
sorbing coatings in a given thickness of its layer

It should be noted that with the use of a modal method for modeling the characteris-
tics of scattering of electromagnetic cavity of circular cross section terminating loads of
various types. It is only necessary to know the scattering matrix of a waveguide section in
which there is a given load.

Its calculation is possible, for example, on the basis of the method of integral equa-
tions or finite element method. Using the generalized scattering matrix has several ad-
vantages [14-19].

First, the scattering matrix is unique for each configuration, termination resistors
and does not require recalculation for different excitations of the cavity (the angles of in-
cidence of a plane electromagnetic wave). Secondly, in the case of symmetry of the load
about the axis of symmetry of the cavity a large number of elements in the scattering ma-
trix is equal to zero.
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Model decision rules to detect anomalies
in Information Systems

B. Akhmetov, A. Korchenko, N. Zhumangalieva, J. Kultan

Abstract:

The disadvantage of modern intrusion detection systems, built on the principle of
identifying the abnormal condition is that they are mainly focused on the use of
mathematical models that require a lot of time to prepare statistics. Mathematical
models based on expert approaches in this regard are more effective, but for the
performance of its functions require the use of appropriate decision rules. For
solving this problem, we propose a model of decision rules on fuzzy logic, which
through the use of a plurality of pairs of "invasion: the value" and "Invasion: the
set of conjugate pairs", as well as models of reference values allows you to display
an abnormal condition, generates a certain type of cyber attack in computer
network. Based on this model there have been developed examples of rules to detect
such intrusions as scanning, spoofing and Dos-attacks that can practically be used
to improve real systems intrusion detection mechanism is used to identify anomalies
generated by the actions of attacking computer systems.

Key words:

Cyber attack, intrusion detection systems, network traffic anomaly, anomaly
detection in computer systems, the set of conjugate pairs, decision rules, expert
evaluation

ACM Computing Classification System:
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A BgeaeHue

CrpemuTtenbHoe pa3BuTue WHPOpManuoHHBIX TexHonoruii (UT) B cBoro ouepenb
MOPOAMJIO OOJIBIIIOE KOJUYECTBO yrpo3 pecypcam wuHpopmanuonueix cucrem (PUC).
Omanm u3 pemnieHuit odecreuenus 6ezonacHoctu PUC, SIBIAIOTCS CUCTEMBI 00OHAPYKCHUS
Bropxennii (COB) mpencraBisiromye co00i MporpaMMHBIE WM alllapaTHBIE CPENICTBA,
OPHEHTHPOBAaHHBIE MPEKAE BCETO0 Ha BBIABICHHE (PaKTOB HEaBTOPHU30BAHHOTO JIOCTYTIA.
Crnenyer ortmerutb, uro coBpemeHHble COB o0OCHOBBIBAaIOTCSI Ha CHTHaTypHOM
(1TabI10HHOM) ¥ aHOMAJIFHOM TIPUHITATIAX.

IlepBeiii  Oa3zupyercss Ha TMPEACTABICHUHW KaXXJOTO BTOPKEHHS B  BHUC
OTIpeleNIeHHOro0 InabjoHa (MOAeNH, CLEeHapws, MpaBUia, CUTHATYpPbl) OTPaKAIOIIEro
XapaKTePUCTUKH U CICHApUU BO3MOXHBIX HECAHKIIMOHHPOBAHHBIX BO3JCHCTBHIA.
[TosTOMY Takue CHCTEMBI C JOCTATOYHO BBICOKOH TOUHOCTHIO BBISBIISIFOT THIT KHOEpaTak
MpaKTUYECKA QYHKITHOHUPYIOT 0€3 JIOKHBIX cpabaThiBaHWi. AHAIU3 ceTeBOro Tpaduka ¢
WCTIONB30BaHUEM CUTHATYpHOTO TIPUHIMIA XapakTepeH TeM, YTO paclio3HaBaHUE
BO3MOXHO TOJIbKO IPH U3BECTHBIX KHOepaTakax, a AJs 3TOr0 HEOOXOAMMO MOCTOSIHHO
OOHOBJIATh M PACHIMPATH HAOOpHI I11a0JNIOHOB. KpoMe HEyCTOHYMBOCTH K HOBEUIIMM
TUTIAM BTOP)KEHHH, TaKWE CHCTEMBl CHJIBHO 3aBUCAT OT CKOPOCTH pa3paboTKu u
OOHOBIIEHUSI CUTHATYyp. TakyKe W3BECTHO, YTO HANPHUMEp, IJS TaKMX BTOPKEHHH Kak
CIIO’KHBIE pacIpe/ieNICHHbIC aTakKu MIPOBEPKa M3BECTHBIX MIAOJIOHOB SBISAETCS JOCTATOYHO
CJIOXHOM 3a1auei.

Bropoit mpuHIIMI OCHOBaH Ha BBISBICHHH aHOMAIFHOTO COCTOSHHUS CHCTEMBI
MIOPOKICHHOTO KHOEepaTakol W OPHEHTHUPOBAaH Ha KOHTPOJh AaKTUBHOCTH B Cpele
OKpY)KCHHUS, Hampumep, HaAONMIOJCHHE 33 3HAUCHUSIMHM BEIIMYMH CETEBOTO Tpaduka.
[IpenmyecTBa cucTeM, pealH3UPYIOUIMX 3TOT MPHHINIL, B MEPBYIO OYepE/Ib CBSA3aHO C
TEM, YTO OHU MOTYT OOHapy>XMBaTh HE TOJHKO HOBBIE BUIBI KHOEpaTaK, HO U T€, KOTOPHIE
XapaKTepU3YyITCs OOJIBIION MPOJOIKATEINBHOCTHIO BO BPEMEHH.

A 1. Onucanue oTaAeJbHBIX METOOB

Cymectytonue COB aHOMalbHOTO MPUHITUIIA B OCHOBHOM OPHEHTHPOBAHBI Ha
HCTIONIb30BaHUE TAKUX MATEeMaTHYECKHX MOJENEH, KOTOphle TPEOYIOT MHOTO BPEMEHHU Ha
MOJATOTOBKY CTaTUCTHYECKHX NAHHBIX, YTO HE TpeOyloT Oojee 3PQeKTHBHBIE B 3TOM
OTHOIICHUH 3KCIIEPTHBIE TOIXOJbI, MPEUMYIIECTBa KOTOPHIX Moka3aHbl B (KopueHko
2006). B cBs3u ¢ 3THM akTyaidbHOM 3amadedt mpu paspadborke COB sBiseTcs cozmaHue
MoJieneit 0OHapy)KeHHs aHOMAITUi Ha OCHOBE KCIEPTHBIX OIEHOK. B pabote (AXMeToB,
Kopuenko, Kymanraneesa 2016) mnpeanmokeHa wmojenb 0azoBeix BenwunH (MBB),
KOTOpasi 32 CUET MHOXECTBA Tap «BTOPXKCHUE : BEIIUYHHBI) U «BTOPKCHUE : MHOKECTBO
COTIPSOKCHHBIX T1ap» TIO3BOJIIIOT OTOOpakaTh aHOMAJIbHOE COCTOSIHHE, IOPOYKIAaeMOe
OTIpPEICICHHBIM THUIIOM BTOPXKCHUS B KOMIIBIOTEPHOH ceTH. Takke, M3BECTHa MOJEINb
stanoHHbIXx BenmuunH (MOB) (AxmeroB, Kopuenko, XKymanrameesa 2015), koTopas 3a
CUeT JaHHBIX OKCIEPTHHIX oOleHOK W MBB mo3Bosser ¢opMupoBaTh MHOMKECTBA
STaJIOHHBIX BEJIMYMH XapaKTEPHBIX ISl OMPEACICHHOTO THIIA BTOPKCHUSI.

IIpumenenune 3tux Moxeneidt mpu moctpoeHnn COB, Oazupyromuxcst Ha BTOPOM
MPUHIIUIE, CBS3aHO C HEOOXOIAMMOCTHIO (OPMUPOBAHHS MPABWI, HAMPABICHHBIX Ha
BBISIBJICHUSI aHOMAIILHOTO COCTOSIHUS TIOPOXKICHHOTO aTaKyIOUIUMHU JICHCTBUSAMU. B cBsi3u
C OTHM, IENbI0 [aHHOW pPabOTHl SBIsIETCS pa3paboTka MareMaTHyecKodl MoJeNn
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WCTIONB3yeMOl TpH  (OPMUPOBAHUHM COOTBETCTBYIONINX PEMIAIONINX TPABWI IS
UIeHTU(UKANA aHOMAJIBHOTO COCTOSIHUS B cpelie okpykeHus. [log cpemoit okpyxeHus
OyneMm mojpa3yMeBaTh COBOKYHMHOCTh 3HA4YeHUH C(OPMUPOBAHHBIX TMEPEMEHHBIX
(manpumep, BpeMmsi 00pabOTKHM 3ampoca, 3arpy’KEeHHOCTh TNPOIEccOpa, KOIUYECTBO
oOpaIteHnit K pecypey, YUciI0 MOAKIIOYEHUH U Ap.), KOTOPbIe MOKHO HCITOJIB30BATh IS
OIIEHWBAHUS MPOTEKAIONIMX IpoleccoB B uHpopMmarmonHoi cucrteme (MC) c uenbro
BBISIBJICHUS €€ aHOMAJbHOTO COCTOsHMsI. OTOOpakeHHUEM Cpebl OKPYKCHHUS B JaHHOM
cllyqae MOTYT OBITh BEJIMYMHBI BXOJAIIMEe B MHOXecTBO V (Axmeto, KopueHko,
KymanrameeBa 2016). Jlns permeHws ITOCTaBICHHOW 3amayd HEOOXOIHWMO ITOCTPOUTH
peniaroiye npaBuiIa, MPEICTABIAIONINE COOON HEKOTOPhIE YTBEPK/ICHHsI, OCHOBaHHBIEC Ha
pe3ysibraTte 0000INEHUST ONPEIEICHHBIX TEOPETUYECKUX U IKCHEPUMEHTAILHBIX 3HAHHIMA
(MaHHBIX) U OTpAXKAIOIINC HHTYUTUBHOE CYXKICHHE JIUIA, TPUHUMAIOIIETO PEIICHUE, IS
obecrieueHusT MMOMCKA PAITMOHATLHOTO CMBICIIOBOTO pPEIIeHUs ¢1adbo (hopManin30BaHHBIX
3aj1a.

A 2. MaremaTHuecKue ONpeaeIeHust

[MocTtpoeHne  pemaromuX  TpPaBHJI  MOXHO  OCYIIECTBUTH € IOMOIIBIO
COOTBETCTBYIOIIEH MOJENHN, Ui CO3MaHMS KOTOPOH BBEIEM MHOXKECTBO HEUETKHX
nneatudukaropos (fuzzy identifiers)

d —
FI=|\ |FI, = {FI, FL, FI;, .., Flu}, (i=14d), (1)
i=1
rae d — KOJIMYECTBO DIEMEHTOB MHOMKECTBA, HEOOXOIUMOE Ml OTOOpa)KeHUs

aHoMainbHOro cocrosinus, a FI, (i=1,d) — snemenrst FI, kaxaplii U3 KOTOPBIX

NPUHUMAET OJHO W3 TEKCTOBBIX 3HAYCHHH, XapakTepH3YIOUIMX B HEYETKOW Qopme
YPOBEHb AHOMAJIBHOTO COCTOSHHS CHCTEMBI, KOTOPOE€ MOXET OBITh ITOPOXKAEHO
oIpeneNeHHBIMU BTOp)keHuAMHU. Hanpumep, npu d=5 Beipaxkenue (1) MOXHO onpeAeInTh
Kak:

5
FIIUFIl. = {Fl, FL,, Fl;, Fl,, FI;)={L, LTH, HTTL, H, LIM }, (2)
i=1
rne FI;=L, FI,=LTH, FI;=HTTL, FI,=H n FI;=LIM COOTBETCTBEHHO OTOOpa)aroTCs
TEKCTOBBIMU 3HAYCHUSIMHU
o «Low (L)» — «Huzkwuii»,
e «Lower than high (LTH)» — «Bbonbliie HU3KUH YeM BBICOKUI,
o «Higher than the lowest (H7TL)» — «bomnbIiie BEICOKHN YeM HU3KUN,
o «High (H)» — «Bricokwit»,
o «Limits (LIM)» — «IIpenenbHbI».
Jlaee Ha OCHOBE MHOXKECTB HEUETKUX WACHTU(UKATOPOB FI U CONPSHKEHHBIX Tap
MP [2] TOCTpOUM MHOKECTBO pelIaroIux npasui (solution rule)

n —_—
SR={| ] SRi/={SR;, SRy, SR;, ..., SR,}, (i=1n), 3)
i=1
rae SR,- — IOAMHOXCCTBO BO3MOXHBIX IIpaBUJI JI1 BBIABJICHUA I-T0 aHOMAJIbHOT'O
COCTOAHUA, TOPOKIACHHOTO i-M BTOPIKCHUCM, ITPU 3TOM
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LnJ SRi:O{OSRlJ’}:{SRIJ’ SR]Q, SR13, ey SRIr,}’

i=1 =1 j=I

{SRo SR2s, SRos. wes SR, }. {SRs SRs2, SRsss oo SR, Ju e
{SRut, SRuz, SRuss i SR, 1. (i=1n, j=Tr1,). (4)

rmue SRl.j — j-€ TIPaBMJIO i-TO MOAMHOKECTBA BO3MOXKHBIX IpaBulil, a 7; (I = I,n ) — obmiee

KOJINYECTBO BO3MOXKHBIX ITPABHJI, HAMPABICHHBIX Ha 00OHAPYKCHUE I-i aHOMaJIHH.
OrmetnM, 4TO KaxaoMy SR, COOTBETCTBYET pellaiollee BbIPaKEHHE (IPaBHIIO)

{SRII :(Aﬂ)ll = FI]I SR12 :(A4PI2 = FIIZ SR13 :(Aﬂ)l_? c FIIS), SRIr1 :(M})Ir, € F11r1

), ), )}
SR, _ MP, _ FI, SRo_MP ¢ SR, MP, _FI, SR, =(MP, €

{ ( 2l g ( 3 e 23),
) FL, FL,))
{SR31 :(A4P31 = FI;, SR;, :(Aﬂ)sz = FI;, SR;; :(]\4})33 e Flss), SR3F3 :(MP3"3 €
), ), FI;, )},
®)
{SRM :(]upnj e F]n] SRn2 :(MP”Z = SRn3 :(MR,3 c F]M), SRm," Z(MBW” S Flm,n
)r FInZ)’ veny )}
0O6006mas Beipaxkernue (5) ¢ yuetoM (3) u (4) nonydum

SR: U{U SRir/ } :U{U(Ml)zr, € FIirj )} =

i=1  j=1 ' i=1  j=1 '
(UIUSR, =(MP, € FI, )y, (i=1Ln, j=1r), )

=1 j=I
rae SR, €CTb 7,-€¢ NPaBWJIO BBIABJICHUA AHOMAIUM IIOPOXKIECHHOM i-M BTOPKEHHUEM,
J
KOTOpoe OyKBaJbHO HHTepnpeTHpyercs kak: «Ecam MP,  HCTMHHO, TO YpOBEHb
J

AQHOMAJIbHOTO COCTOSIHHSI, KOTOPBI MOKET OBITh MOPOKIEH i-M BTOP)KCHHEM, OymeT
FI ir, -

IToctpoeHue mpaBuil 0OBIYHO OCYIIECTBISIETCS HA OCHOBE IKCIEPTHOTO MOIXOA,
0COOCHHO 3TO Ba)XKHO B TEX CIy4asx, KOrjaa HEOOXOAMMO AaTh MPEANOYTCHHE OJHOH U3
anbTepHATUB, Hanpumep, npu kakom MP,  (6) ucxox, ceasamubli ¢ F/,  Oyzer

J J

HanOonee OOBEKTUBHO OTOOpakaTh COCTOSIHHE CHUCTeMBL. PaccMoTpuMm mporece
(dhopMEpOBaHUS TPEAIOYTEHHS Il HA00pa AbTEPHATHB Ha KOHKPETHOM MIpUMEpeE.

Ilycte mnst  mocTpoeHHMs TOAMHOXKECTBAa TpaBmin SR; ucmonb3yercs 7
comnpspkeHHBIX map u d (1) HeYeTKHX WACHTU(UKATOPOB, OAMH M3 KOTOPHIX HamOolee
O00BEKTUBHO MOXXET OTPa3HTh COCTOSIHHE CPeIbl OKPY)KEHHsI OTHOCUTEIBHO HATUYUS
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aHoManuu. MTak, obliee KOIMYECTBO BO3MOXKHBIX AbTEPHATHBHBIX pelieHuit — d X7,

T. €. Ha COCTaBJCHHE KaXKJIOTO IpaBuia SR” (j=1r,) HEOOXOAUMO paccMOTpeTh d

IBTEpPHATUBHBIX BapHaHTOB MpaBWJI, JUIA BHIOOpa OJHOTO M3 KOTOPBIX BOCIIONIB3YyEeMCS
MeTojamMu onpeseneHus ko3dduirentos BaxkHoctu (KB) [4]. Bocnons3zyemcst MeTo1oM
paHTOBEIX TpeoOpazoBanmii (PII), MOCKOIBKY OH MO3BOJISIET BOCIIOIL30BATHCSA YCIyTraMu
HECKOJILKHUX JKCIIEPTOB, B KAUECTBE BXOHBIX JAHHBIX MPUMEHSIOTCS TaOIHIHbIe POPMBEL,
BBIXOJHAsI (DYHKLMS IUHEHHas, a TPy J0eMKoCTh Hu3Kas (AxmeroB, Kopuenko, AxmeToBa,
Kymanraneesa 2014).

Jlanee, B kKadecTBe IMpUMeEpPa, ONPEneTuM d=r;=5, Tor1a

MP;={| JMP,, }={MP;, MPy5, MP ;, MP,,, MP,5}=
j=1

(L ELV Lo ESION Lyee EVS ) (Lag ELV 1pp = S)A
Nt NCC = :Se)’
(tsor LV Lo ES)ON tyee A7),
(tgg =LV Lope 2 S)ON e =B°),
(Lopp LV Lppe = SIN Lyee ZVBY)), (6a)

a B KauectBe 3HaucHui 1, (] =1,5) Bocmonb3yemcs HaHHBIMH u3 (Gopmyisl (2).

Takum obpasom, st kaxgoro MP, (] =1,5) BO3MOXHBI d=5 HCXOIOB BBISBICHHS

AHOMAaJIHiA, CBA3AHHBIX C KOHKPETHBHIMHU 3HAYECHHSMH HEUYETKHX HACHTH(HUKATOpOB B (2).
HaunbGonee 00beKTHBHBIN M3 MCXOIOB OIPENEIHM C IMOMOIIBI0 METO/a CPEAHHX PaHTOB
(CP) (AxmeroB, Kopuenko, AxmetoBa, Kymanraneera 2014).

Tabnuua 1. Panru SRij u KB

k . Oxcnepm k k
SR 1j J k ol X A 1)
I 2 3
SR/, 1 1 1 3 1 2 175 0,18
SR}, 2 2 1 3 2 2 02
SR}, 3 3 2 2 2 2,25 0,23
SR, 4 2 4 3 3 3 0,3
SR}, 5 4 4 3 4 3,75 0,38
SR, 2 1 2 3 1 2 2 0,2
SR;, 2 1 2 1 2 15 0,15
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SR}, 3 3 1 2 3 2,25 0,23
SR}, 4 3 4 2 2 2,75 0,28
SR;, 5 3 2 3 4 3 0,3
SR/, 3 1 2 3 2 4 2,75 0,28
SR;, 2 3 2 2 1 2 02
SR}, 3 2 3 1 1 175 0,18
SR, 4 3 4 3 4 3,5 0,35
SR;, 5 4 3 2 4 3,25 0,33
SR/, 4 1 4 2 2 4 3 03
SR, 2 2 4 3 2 2,75 0,28
SR;, 3 3 1 2 2 2 02
SR/, 4 1 2 3 1 175 0,18
SR;, 5 2 4 4 3 3,25 0,33
SR} 5 1 4 4 3 3 35 0,35
SR, 2 2 4 4 3 3,25 0,33
SR} 3 2 4 3 3 3 03
SR, 4 4 3 2 3 3 0,3
SR}, 5 2 2 4 3 2,75 0,28

CoracHo 3Toro METOAA, B KAYCCTBE IPUMEPA, BOCIIOJIB3YEMCA CYKACHUAMU

4-X HKCIEPTOB OTHOCHUTEIBHO =5 BO3MOXHBIX UCXOJIOB SRII“ (k=1d, j=1r)
J

o KaxJaoMmy j-My npaBuity. Hampumep, uisi mepBoro mpabuiaa HOJMHOXKECTBO

JIbTEPHATUBHBIX pPeLIeHUN Oyaer
d 1 2 3 4 5
USRI,(] :{SR“, SR“, SR“’ SR“’ SR’
k=1

{(QSPRzéev DBREEE) Al yee 2VS) €L,

}:

(6b)
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(Lspp = £eV~DBR ;Ee) AL nee = B°)e LIM }.

Hanee Ha ocuoBe PIT onpenenum KB, koTopbie oTpaxkarorcs BenuunHoit A . Ero
MHWHHUMAJIBHOC 3HA4YCHHC CBUICTCILCTBYET (6] 60JII)IHGI>'I MPEANIOYTUTCIIBHOCTH
anpTepHaTuBhl, T. €. ee KB Oonee Bhicokuii. [lns mpaBuna SR;; mpoU3BEIEM pPacUeThI

3HAUYEHHUH kaj Hu /7,11‘ ; TO KaXIOMy M3 BO3MOXHBIX HCXOJIOB SR1k1 (k :KS ):
X7, =(143+142)/4=1,75; X} =(2+143+2)/4=2; x;,= (3+2+2+2)/4=2,25;
x7]=(2~|—4+3+3)/4=3; x,51=(4+4+ 3+4)/4=3,75. 3nauenne KB omnpenensercs kak

/1’;/ = x;‘j /N, rme N — cymma Bcex panroB (N=10). Ilo pesynbTatam, 3aHECEHHBIM B

5
o 1
Tabn1. 1 BUIHO, 4TO Ty4lInii ucxox uMeeT, SR, MOCKOIbKY /\/1]1‘ ;= ﬂj ,=018.
k=1
AHAJOTUYHO MPOU3BEIEM PACUCThI IS

SRE, (j=2,5): SRY, — x|, =(2+3+1+2)/4=2; x],= (1+2+1+2)/4=15;

X, =(3+1+2+3)/4=2,25; X|,=(3+ 4+2+2)/4=2,75; X;, =(3+2+3+4)/4=3; SR, —

X1, = (24+3+2+4)/4=2,75; x], =(3+2+2+1)/4=2; x], =(2+3 +1+1)/4=1,75;

X1y =(3+4+3+4)/4=3,5; x), =(4+3+2 +4)/4=3,25; SR}, — x|, =(4+2+2+4)/4=3;

X7, =(2+4 +3+2)/4=2,75; x;, =(3+1+2+2)/4=2; x|, =(1+2+3+ 1)/4=1,75;

X, =(2+4+4+3)/4=3,25; SR', — x|, =(4+ 4+3+3)/4=3,5; x}, =(2+4+4+3)/4=3,25;
X5 =(2+4+3 +3)/4=3; x|, =(4+3+2+3)/4=3; x); =(2+2+4+3)/4=2,75. (6¢)

[o pesynbraTam BeraucieHuid (cM. Tabi. 1) BUAHO, YTO JYUIIUH UCXOA IS IPaBUII
2 3
SR>, SR;3, SR;4, SR;5 IMEIOT COOTBETCTBEHHO allbTepPHATUBHBIC BapuaHTel SR;,, SK;;,
4 5

SR,,, SR;; .

[lonmy4yeHHBIE NaHHBIE MOXHO HCIIONB30BaTh B KauecTBE KOHKPETHBIX 3HAUYCHHH
MIpH TIOCTPOSHUH peanbHBIX mpaBuia B npaktudeckux COB. C 3Toit memnsio, ¢ yuetom (6),
OCYILIECTBUM  CTPYKTYPUPOBaHHE HEOOXOJWMBIX JaHHBIX IIyTeM BBOAAa MAaTpPHII

naunmanusanuu (MI) mpns muoxects FI u MP, kotopbsle 0003HAYUM COOTBETCTBEHHO
Fi(m, r,) u MP(n, r,), 1. €.

i1, 1), FI(,2), FI(L3), ... FI( r)
12, 1), FI2,2), FI2.3), ... FI2 r)
Flfn, r,)= I3, 1), FI3.2). FI3.3), ... FI(3,r)
I, 1), Fln, 2), ;'.I(n, 3), ... Flm r,)
P(1, 1), MP(,2), MP(3), .. MP(,r)
PR 1), MP2, 2, MPQ.3), .. MPQ r)
MP@n, )= WMP@3. 1), MP(3.2). MP@3,3), ... MP(3.r)
P, 1), MP(n, 2), MP(n 3), .. MP(nr) | %)
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Hampumep, ipu n=3 u r,=5 Ha OCHOBE DKCIIEPTHBIX OIECHOK [4] OBLIN OTIpeIeICHBI
cnenyromue MI FI(3, 5) u MP(3, 5), 1. e.
Low LTH HTTL H LIM
Low LOW HTTL H LIM u
Low LTH HTTL H H

(tSPREEeV (ISPREEEV (tSPREI;eV (Ntspze;é

~ ~

FI(3, 5)=

~ e ~ e ~ e ~ e e
Nthc—NS lNcc=§ NtNCCZf 1Ncc=~B NtNCC:KB
~ e ~ e ~ e ~ e ~ e
Lvea TS A Ly S A Ly 2SN Ly ESA Ly =S A
~ e ~ e ~ e ~ e ~ e
,E,NVC = KS NtNVC = § NtNVc = ’~4 LNVC = § ,\l:NVC = NB)
®)
tne  fyees tsprs Epgrs fapsas Lyca» I aype — TEKYIIHME 3HAYCHUSA BEIMYUH
«Number of concurrent connections to the server (NCC)» - «KomudectBo

OJHOBPEMEHHBIX TOJAKIIOYEHUI K cepBepy», «Speed of processing requests from the
clients (SPR)» — «CxopocTh 00paboTKH 3ampocoB OT KiaueHToB», «The delay between
requests from the single user (DBR)» — «3amepxka MeXIy 3alpocaMd OT OIHOTO
nonk3oBatels», «Number of packages with the same sender and receiver address (NPSA)»
— «KonmuecTBo MakeToB ¢ OAMHAKOBEIM aIpecoM OTIIPABHUTEINS U MONydaress», «Virtual
Channel Age (VCA)» — «Bo3spact BupTyanpHOTO KaHanay, «Numbers of Virtual channels
(NVC)» — «KonmuecTBO BHPTyalbHBIX KaHAJIOB» W SBISIOTCS HWACHTU(UKATOpAMHU
BenuuuH [2] B cpene okpyxkeHus. Vcnonb3dyemsiid B (8) 3HAK « =) — UHTEPIPETUPYETCS
kak «HedeTkoe paBHO» M yKa3bIBaeT Ha TO, YTO TEKYIllee 3HAUCHUE BEJTMUMHEI (HApUMep,

f ¢pp ) HAxXOIALIErocs cjeBa OT «=)» Hauboymee OMM3KO K OJHOMY M3 DIICMEHTOB

(manpumep, L°) u3 3anannoro Muoxectsa (Hanpumep, Ton, ={ LS, A°, H°}), xoTopsiii

e
YKa3bIBA€TCs CNpaBa OT «=», T. €. 3aUCh [ gy, = L MOXHO MHTEPIPETHPOBATH KaK:

e e
« t gpp HamOONEE OIHM3KO PACTIONOKEH K L~ BXOAAMIETO B Tgpp ».
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Hanee ¢ yuerom MI (nipu i=1, j=1,5) nna Fl(n, r,) u MP(n, r,) Ha octoe (7) u
(8) mocTpoMM MOAMHOXKECTBO TpaBWil SR; Ui BBIABICHUS aHOMAaJbHOTO COCTOSIHUS,
KOTOPOE MOKET OBITh IOPOXKICHO TAKUM BTOpxkKeHUEM, kKak Dos (DDos) aTaka.

kS
|
=
2
1R
(A
Z;
5
11k
1
N—
>
2
Q
a
11
I);
\r
m
Sy
3
h

)

SR 1=
Otmerum, uto mpaBuwiio SR;s B (9) OyKBaJbHO MOXXHO HHTEPIPETUPOBATH Kak:

«Ecmu tgpp = £ W, = S H TIPH 9TOM [ oo = KB TO YPOBEHb AHOMAJILHOTO

COCTOSIHHSI, KOTOPBI MOKeT ObITh moposkaeH Dos-arakoit, Oynetr LIM (IlpeaenbHblii)».
N3 moamuOXkecTBa mpaBui (9) BUAHO, YTO I KaXIOW COMPSDKCHHOW IMaphl U3

SR, ;(J= 1,5) onpenenensl KoHKpeTHbIe 3HaueHHs u3 FI cormacHo pacueroB KB ¢

nomonisio Metoaa PII. Mcnone3yst 3TH HaHHBIE IO aHATIOTUU MOKHO COCTABUTH IPaBUIIA
JUISl BBISIBJICHUS] aHOMaJIHUH MOPOXKACHHBIX cy(UHroM M ckaHupoBanueM [2, 3]. Tak c

yuetoM (7) u (8) npu i=2_,3 uj :],_5 Habopw! mpaBun SR, (10) u SR; (11) Oynyt
MMETh CICAYIONIHIA BU/T;:

SRy ={ SR,/ =( L ypss = B A Lyee E KSE) €L,

SRy =(1 ypss 2 B° A 1 oo = A )€ HTTL, (10
SR, =(t sy =B A t e =B")eH,
SRys=(1 ypss 2 B° A 1 oo ZVB' )€ LIM }u
SR;={ SRy =(1 ), =S° A Ly =2VS") €L,
SRy=(tyes 28 A 1y =S ) LTH,
(1)
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SRy;=(1 yey = S AL e = A°)e HTTL,
SR34:(~tVCA ;Ee AT e Ege)EH,
SR35=(,\Z:VCA ES“) A ,\t,NVC = Be)ELIM}

A 3akiauyeHue

[IpennoxxenHass B paboTe MOAEIb PEIIAONIMX NPAaBWJI HAa HEYETKOH JIOTHKE,
MO3BOJISIET 3a CYET MHCHOJb30BAaHMS MHOXKECTBA Map «BTOPXKEHHE : BEIUUYUHBDY),
«BTOp)KEHHUE : MHO)KECTBO CONPSDKEHHBIX map» W MDB  oToOpaxkarh aHOMaibHOE
COCTOSIHHE, IIOPOXKIAEMOE OIpeIeIEHHBIM TUIIOM KHOepaTak B KOMIIbIOTepHO# cetu. Ha
OCHOBE 3TOH Mozenu OblIM pa3paboTaHbl MPUMEPHI NPABMI [UIS OOHAPYKEHHUS TaKUX
BTOP)KEHHH KakK CKaHWpoBaHue, ciypuHr u Dos-aTaka, KOTOpble MOTYT MpPaKTHYECKH
OBITh HCIIOJIB30BAaHBl JJISI YCOBEPIICHCTBOBAHHS pEaNbHBIX CHCTEM OOHApYKEHHUS
BTOP)KEHHH NPUMEHSIOUIMX MEXaHU3MBbl BBIABICHUS aHOMA&JIUM, MHOPOXKIEHHBIX
aTaKyIOIIKMMH JCHCTBUSIMH B KOMITBIOTEPHBIX CHCTEMaX.
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Moaenns pemaouux NpaBuJI 1jist O0HAPYKeHUSs
aHOMAJNH B HH(POPMAIMOHHBIX CHCTEMAX

Annomauus:

Heoocmamxom cospemennvix cucmem oOHAPYHCEHUS GMOPICEHUL, NOCMPOECHHBIX
Ha NpuHyune uOeHMUPUKAyuy AHOMAILHO20 COCMOSNUS SIGNSEMC sl MO, YMO OHU 8
OCHOBHOM OPUEHMUPOBANBI HA UCNOIb308AHUE MAKUX MAMEMAMUYeckux mooenetl,
KOmopble mpebyiom MHO20 6PEeMEHU HA NOO20MOBKY CMAMUCIMUYECKUX OAHHbIX.
Mamemamuueckue mooenu, OCHOBAHHbIE HA IKCHEPMHLIX NOOX00AX 6 IMOM
OMHOWEHUY A6ISII0MCsL O0Nee IPHEeKMUBHbIMU, HO 05 BLINOTHEHUSL CBOUX QYHKYUL
HeoOX00UMO UCTIONb306AHUE COOMBENMCMBYIOWUX Peularowux npagu. Jlis pewienus
omotl 3a0auu 8 pabome NpeodnodHCceHa MOOelb Peularwux nPasul HA HeyemKou
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Jo2uKe, KOMOpAas 3d CYem UCHONb30GAHUS MHONICECMEa nap «8MopoiceHue
BEIUUUHBLY U («BMOPIHCEHUE & MHONCECMBO CONPANCEHHBIX NAPY», d MAKICEe MOOeIU
MANOHHBIX — GeIUYUH  NO3607Aem  OMoOpaANCAmb  AHOMAIbHOE  COCMOsIHUE,
nopooicoaemoe OnpedeseHHbIM MUnom Kubepamax 6 KomnviomepHou cemu. Ha
OCHOBe Mot Modenau ObLIU paspabomansl npumepsvl NPAsuil OJisl 0OHAPYICEHUS
MAKUX 8MOPICEHULl KaK cKanuposanue, cny@une u Dos-amaka, komopvie Mo2ym
NPAKMUYECKU  UCNOAb306AMbC OISl YCOBEPULCHCNBOBAHUSL PEANbHBIX CUCTEM
BbISIBNICHUSL  GIMOPICEHULl  NPUMEHSIOWUX — MEXAHU3MbL  GLISIGNEHUSI  AHOMATULL,
HOPOIHCOEHHBIX AMAKYIOWUMU OCUCBUAMU 8 KOMNBIOMEPHBIX CUCTIEMAX.

Knroueenie cnoea:

Kubepamaxa, cucmemvl 00HapydICEHUs GMOPICEHUU, AHOMANUSL 8 CEMeBOM
mpaguke, 0OHApYIICeHUEe AHOMATUN 6 KOMNBLIOMEPHLIX CUCEMAX, CORPANCEHHA
napa, pewiarowjue npasuid, SKCNepmHas OYyeHKa.
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Automation of the distribution process of sensitive data
processing in a hybrid cloud computing environment

Anatoly Tsaregorodtsev, Anna Zelenina

Abstract:

Use of cloud computing applications and services requires review and adaptation
of existing formal models for informational telecommunication systems security. It
is necessary to consider the benefits of cloud deployment models and provide the
procedure for allocating process among components of cloud computing environ-
ment for achieving confidentiality and data protection.

Key words:

Security model of informational telecommunication systems, cloud computing, pub-
lic cloud, private cloud, hybrid cloud, security requirements, theory of graphs, data
confidentiality.

ACM Computing Classification System:

Distributed architectures, Cloud computing, Distributed systems organizing princi-
ples, Cloud based storage, Information flow control, Security requirements, Formal
security models, Distributed systems security.

A  Bseaenue

[IpuHuMas BO BHUMaHUE HapagurMy OOJauHBIX BBIYMCICHHUH, OpraHU3alus OTKa-
3BIBACTCS OT MPSIMOTO KOHTPOJISI HAJl MHOTUMH acleKTaMu O€30MacHOCTH M, TEM CaMbIM,
co3aét Oecrpelle/IeHTHRIN YPOBEHb J0BepHs o0iadyHoMy npoBaitnepy [1]. [Ipeumyiect-
Ba 00JIAYHBIX BBIYHCIICHUI MOTYT MO3BOJIUThH CYIIECTBEHHO COKPATHTh CPOKH U U3JCPIKKH
Ha pa3paboTKy cHCTeM Uil (ellepalbHbIX areHTCTB U TOCYNAPCTBEHHBIX OpTaHU3aIH.
Oco0yro aKTyaabHOCTh IPUHUMAET THOPUAHAS MOAETH Pa3BEPTHIBAHMS O0JIAYHBIX CEPBU-
COB, KOTOpas IMojpasyMeBacT 00padOTKy KPUTHYHBIX JaHHBIX B YACTHOH cpese 00MadHbIX
BBIYUCIICHUH, KOTOPasi HAXOAMTCS O] MOJHBIM KOHTpoJeM opranuzauud. Ho MHorue u3s
(YHKUMH, KOTOpBIE NeNaloT NPUBIEKATeIbHBIMUA O0JIaYHbIe BEIYUCICHHS, MOTYT BCTYIaTh
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B IIPOTHUBOPEUHE C TPAAUIIMOHHBEIMU MOJEIISIMA oOecTieueHns MHGOPMAIIHOHHOW Oe301mac-
HocTH. [IpH aHaIM3e CIOXKHBIX OH3HEC MPOIECCOB OYCHB TPYAHO OMPEICTUTh (PAKT COOT-
BETCTBUS TEKYIIMX TMOJHOMOYHI CyOBeKTa K OOBEKTY JOCTYMa C COOTBETCTBYIOIIMM
YPOBHEM CEKpETHOCTH [2].

B cBsi3u ¢ 3TMM BO3HHKaeT 3ajadya oOecreueHUs 0e30macHOCTH Mpu 00paboTKe
JAHHBIX B YCIOBHUSX CPeIbl O0JAYHBIX BRIUYHUCIICHHM, KOTOpas TpeOyeT MOCTpOeHUS THO-
kot UT-uHppacTpyKTyphl HA OCHOBE OOIIEIOCTYITHOM cpeanl 00JavYHBIX BBRIYHCIICHUN. B
TO e BpeMs s 00paboTku KoHHUACHITHAIbHONH nHpopMaruu B UT-uHbpacTpykTypy
HEOOXOTUMO BKJIIOYATH JEMUIIUTAPHU30BAHHBIE KOMIIOHEHTBI, POJb KOTOPBIX MOTYT BbI-
MOJTHSTh YACTHBIC 00JIaKka, KOHTPOJIHPYEMbIC BHYTPEHHUMU CHJIAMU opranu3anuu [3].

A 1. @opmaau3zoBaHHAs MOJe/Ib 0€30IIACHOCTH MPOLECCOB
00padoTKH KOH(PUAEHIUAIbHBIX JAHHBIX

Jliis moctpoeHus: popMaTu30BaHHON MOJIENIM 0€30MaCHOCTH pabovHX MPOIIECCOB B
cpene OONauHBIX BBIYMCIICHUH B KauecTBE OCHOBBI PAacCMAaTPUBAIOTCS CYIIECTBYIOLIHE
MOJIOKEHUS TUCKPEIIMOHHOTO, MaHJAaTHOTO, POJICBOTO YIpaBJICHHUS JOCTYIOM, Oe3omac-
HOCTH WH(OPMAIMOHHBIX TOTOKOB, B TOM 4HCIE (opMaibHas MOJAEIb 0e30MacHOCTH
bemna-Jlallagyna ¢ ucmoas30BaHAEM KITFOUEBBIX 3JIEMEHTOB TECOPHH rpadoB.

C menpio Momu(UKANWK MPEANONAraeTcsl pPacHIMpeHHe KIACCHYECKOH MOJIENH
oe3onacHoctn bemna-Jlallagyna Ha HOBBIE KITFOUEBBIE COCTABISIONINE C MTOCIEAYIOMIEH e€
MHTEpIpeTanueil A onucanus TpeOoBaHMil 0€30MacHOCTH MH(POPMAIMOHHBIX Pa00dYmMx
IIPOIIECCOB, MPOTEKAIOIINX B cpejie 001auHbix BhruucieHui [3]. HeoOXonuMo oTMETHUTS,
YTO UCIOJIb30BAHHUE KJIACCUYECKOM TEOPEMBI SIBJISETCS OTIPABHON TOUYKOM JIJIsi OMUCAHUS
u popmanmzanuu Moaenu 6e30mMacHOCTH pabodero mporecca B Cpeie 00IauHBIX BBIYHC-
nenuit. [{ns mpeojionieHus: orpaHuyueHuil, npucyux mojenu benna-Jlallagyna, BBogarcs
JOTIOTHUTENIbHBIE TIpaBIIIa 1Mo obecneueHnio b B pamkax HOBOM cpeanl 00paOOTKH HWH-
(hopMaIMOHHBIX TIOTOKOB.

OCHOBBIBasICh Ha OCHOBHBIX TOJOXCHHSX KIACCHYECKON Monenu 0e30MacHOCTH,
MoIuHuIUpyeM e€ NMPUMEHUTENBHO K pabouynM IpoleccaM, MPOTeKaoIM B cpelie 00-
JIAYHBIX BBIYHUCIICHUM.

- IIpenacraBum oOnavHble CEPBUCHI B BUAC CyOBhekTOB (7), a maHHBIC B BUIE
oonekTa (0).

- Onpenenum Habop neiicTBuii (4), KOTOpbIi cyOBeKT (7) MOKET COBEPILHTD C
obwektamu (O). CepBuc padodero HHGOPMAIMOHHOTO TPOIECCa OTIEPUPYET C TaHHBIMU
myTéM TPUMEHEHHS OIlepaIiuii YTeHHs M 3amich. B pesynbTare moiaydaeM HaOop ACHCT-
Buit (4): 4= {r,w}..

—  Omnpenenum MHOXKeCTBO (pyHKIMH Oe3omacHOCTH (L) U1 00Ja4HOTO CepBHCa.

- OmpenenuMm MaTpHILy JOCTYTOB, Kak: M : TxO — A.

Hamnpumep, eciu cepBuc?, coBepIIaeT ONepaluio YTeHus Haj AaHHbIMH O,, TO 3a-
IIMCh B MaTpHLE OyJIeT BBINIIANETh, Kak: #,x0, —> 1. Ecin cepBHC ¢, coBepIIaeT onepanuio
3anmucH JaHHbIX O, TO 3aIIUCh IPUHUMAET BUI: f,X0, — W .

— Onpenenum ypoBHH KOH(PHUACHIIMAIBHOCTH JaHHBIX, Kak B : SxO — A.

—  Omnpenenum TeKyIye YpOBHH JIOCTyIa cepBHUca K JaHHBIM, Kak C : S — L.

- Breném B MozieNIb HOBBIN DJIEMEHT: KapTa TEKYIIUX pa3MEIIeHUH OJIOKOB pa-
6ouero mporecca [: S+ 0 — L.
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[Ipu paccMOTpEeHUH KIIACCHYECKOTO CIIEHAPHs 00eCTieYeHUs] MHOTOYPOBHEBOTO JIOC-
TyMa CHUCTEMa MPOXOAUT Yepe3 MHOMXKECTBO COCTOSHHNA. MoJenh MPUHHUMAET Pa3iIHIHbIC
3HAUEHHUS Ul MATPHIIBI TIOJTHOMOYHH, TIPaB JOCTYMa, Pa3pelieHUid U pa3MelIeHus s Ka-
JKJIOTO KOHKPETHOTO Citydasi. TeM He MeHee, UCIIOJIHEHHE HH()OPMAIIMOHHOTO TIOTOKA TPO-
HCXOJIUT B KOHKPETHOM COCTOSIHUM. OOBIYHO CEPBUC OXHJIACT Pa3peIICHUs, 3HAUYCHUE KO-
TOPOTO MOCTOSIHHO JJIsl BCEX MCIOIB30BAHUI ATOTO CepBHca B pabodnX mporeccax. B o xe
BpeMs pazMelIeHue Ui KaxJoro pabodyero mporecca MOXKET ObITh ONpENICICHO B CAMOM
Havaje WM ONpEICIAThCS TUHAMHYECCKU MTPU KaXIOM 3amycke. PaccmarpuBaemasi Moienb
SIBJISIETCS OOMICH U HE JIeNIaeT HUKAKUX MPEMOI0KESHHH 10 3TOMY MOBOY.

Mogens Benna-Jlallagyna yTeepaaer, 4to cucTeMa 0e30macHa Mo OTHOIICHHIO K
BBIIICONMCAHHOW MOJIEIIH, €CIIU BBITOJHSAIOTCS CIICAYIOUIUE YCIOBUS, YTO

YV cyovexm T € T u V obexkm 0 € O, TOra MOXHO ONKACATh ABTOPHU3ALHIO, KaK:
Bto g Mto > (1)
a paszpelleHue:
1(t) < c(t). (2)
3anper CUMTHIBAHUS WH(POPMAIIMKA CEPBHCOM, MMEIOIIEH YPOBEHb IOCTYIMa HUXE
YPOBHSI CEKPETHOCTH, KaK:
k€ B, = c(t)21(o) 3)
3amnper cepBUCY MOHIWKATh YPOBEHb CEKPETHOCTH MH(OPMAIINU, K KOTOPOH OH JI0-
MyIIeH KakK:
weB, = I(t)<1(o) 4)
s paGouero mporiecca, MPOTEKAIOMIETO B Cpefie 00TauHBIX BEIYHCICHUH TTOCTIE-
CTBHS 3TUX yCIIOBHI MOKHO BBIPA3HUTh B BUJE CIICIYIOIINX ITOJ0XKECHUH.

(1) Bce peiicTBus, BBINONHSIEMBIC CEPBHCAMHM, JOJDKHBI COOTBETCTBOBATH MX
MOJTHOMOYHSIM.
2) CepBucsl MOTYT (PyHKIMOHHPOBATH TOJIBKO Ha y3ie o0jadHoi mHppa-

CTPYKTYPBI C YPOBHEM KOHPUICHIIHAILHOCTH (TEKYIUM MECTOM Pa3MEIICHHSI) MEHbIIIHM
WJIM PaBHBIM €T0 Pa3pelIeHnIo (TEKYIIeMy TOCTYITY ).

3) CepBHC HE MOXKET MPOYHUTATH IAaHHBIE, KOTOPhIE UMEIOT 00Jiee BBICOKHIA
YPOBEHb CEKPETHOCTH, YeM €ro COOCTBEHHOE paspelicHue (TEeKYIMN TOCTYII).
4 CepBuC He MOXKET 3alKCaTh JJaHHBIC Ha y3el ¢ 00Jiee HU3KUM YPOBHEM CEK-

PETHOCTH, YeM €r0 COOCTBEHHBIH.
IIpu 3TOM JOIKHBI OBITH COOJTIOICHBI PABUIIA!
c(t)z1(o), (5)
[(0))21(¢). (6)
Haznauenne ypoBHS KOHGUICHIIMAIBHOCTH IJIS TaHHBIX B pabodeM MHGbOpMAIIH-
OHHOM TIPOIIECCE AHAJIOTUYHO MPHCBOCHHUIO YPOBHS OOBEKTY B KJIACCHYECKOW MOJETHU
benna-Jlallanyna, HO mpUCBOEHUE YPOBHA JOCTYMA JUIsl CEpBUCA MOXKET OKa3aThCAd MEHee
OYEBHIHEIM. J[eJT0 B TOM, YTO OpraHU3amus MOKET HMETh pa3INuHbIe YPOBHU KOHMUICH-
IMANTBHOCTH JTAHHBIX JUJIS Pa3HBIX HaOOpPOB cepBUCOB. Hanmpumep, BHYTpEeHHUI CepBUC C
BBICOKOH CTETEHBIO TOBEPUS, WIIU CEPBUC, MPEIOCTABIAEMbBINA HAJECKHBIM MOCTABIIUKOM,
OyJeT MMETh BBICOKYHO CTCICHb 3allMIICHHOCTH JUis 00paOOTKU KOH(HICHIMATBHBIX
JIAHHBIX, B TO BPEMs CEPBUC KakK CEpBHC, (YHKIMOHUPYIOIIMNA B HE JOBEPCHHOHN 30HE,
MOXET MPUBECTU K YTEUKE ITUX JTAHHBIX.
Korga cnermumanuctsl mo wH(GOpPMAIMOHHONW 0€301MacCHOCTH OpTaHU3aIllid OIpeIe-
JITFOT MECTa pa3MEIIeHHs Ui CEPBUCOB KOHKPETHOTO pabodero mpormecca Ha OCHOBAaHUU
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9KCIIEPTHOH OIEHKH, B HEKOTOPBIX CIIy4asx MOXET OKa3aTbCs, YTO KOMIIOHEHT LIS pa3-
MEIIeHNsI CEPBHCA IMEET YPOBEHb 0€30MIACHOCTH HIXKE, YeM €ro TEeKYIIUid ypOBEHb J0C-
tTyna [3]. OTo B CBOIO odepenb MO3BOJHUT CEPBHUCY CO3[aBaTh JAaHHBIE ¢ Ooliee HU3KUM
YPOBHEM KOH(HIEHIIMATBLHOCTH, YTO MPOTUBOPSUYHUT *-ceolicmey MOJACIU YIPaBJICHUS
nocrynom bemna-Jlallagyna. B cBs3u ¢ BO3MOXKHBIM IMOSIBJICHHEM TaKOTO pojia OLIHOOK,
HEO0XO0MMO IPEAYCMOTPETh CUCTEMHBIH METOJl aBTOMAaTHYECKOI'O pa3MelieHus padoue-
T TIpoIiecca MeXTy KOMITOHEHTaMH 00JIaYHOMN Cpebl.

Jng pemeHUs TOCTaBIEHHOW 3ajjadyd pPacCMOTPHM, KaK KJIacCHYecKas MOJeh
ynpasienus jgoctynom bemna-Jlallamyna, nmpumeneHHas k pabouynM HMHQOPMAIMOHHBIM
mporeccaM, MOXKeT OBITh paciiupeHa s yuéra TpeOoBaHMiA 0€30IMacHOCTH TIPU pacipe-
JICJICHUM TIPOIIECCOB MEXIYy KOMIIOHCHTaMH Cpeibl OOJIAYHBIX BBIYMCIICHHA. [10CKOIBKY
o0JlauHasi apXUTEKTypa IMO3BOJISET BBIOpATh I pa3MelieHus 00jee OJHOro o0Jiaka Ha
BbIOOp, HEOOXOAUMO MPHHSTH PEIICHUE OTHOCUTEIBLHO TOTO, KaK CISAYeT paclpeacainuTh
JTAHHBIE ¥ 0OJIAYHBIE CEPBUCHI MEXIy KOMIIOHEHTaMH 00JaqHOM apXUTEKTYPHI C Pa3HBIMU
YPOBHSIMH 3aIIUIIIEHHOCTH.

Ha mpaktuke sxcrnepT mo 0€30MacHOCTH WM CUCTEMHBIH aIMUHUCTPATOP MPUHU-
MaeT CyObEKTHBHOE MHEHHE O pPa3pelIéHHOM YpOBHE JOCTyma pabodero mporecca u
YpOBHE KOH(DUICHIIMATHLHOCTH TaHHBIX Ha KOMIIOHEHTE 00JIaYHOM CpeJibl, HA KOTOPOM 3TH
JTAaHHBIC MOTYT OBbITh Pa3BEPHYTHI.

Takum 00pa3oM, akTyaabHBIM CTAHOBUTCS BOIMPOC PACIIUPEHUS MOJEIU yIpaBiie-
HUS TOCTyIoM pabodero mporiecca B IesIX 00eCeYeHrs CHCTEMHOTO IPUHATHS PEeIISHUS
0 TOM, TJI¢ CEPBUCH U JaHHBIE Pabovero HHPOPMAITMOHHOTO MPOIecca MOTYT OBITH pas-
BEPHYTHI B PaMKaX 2uOpUOHOU 3auuiyeHHOl 001auHol cpedbl sl 00ecTieueHus Herpe-
PBIBHOCTH OM3HECa U COONIOICHUS TpeOOBaHU 0€30IaCHOCTH.

JlJ1s 3TOTO B KJIACCUYECKYI0 MOJIEIb IOOABUM CIICIYIOIUE HOBBIC TICPEMEHHbIE.

1. Kapma pasmewenuii pabouezo npoyecca.

Kapra pasmenienuss padodyero nHGOpMaIMOHHOIO Hpoliecca J0JDKHA BKIIOYATh B
ce0st JOCTYIHBIE y3JIbl 00JIAYHBIX BHIYHUCICHUH, KOTOPhIE 0003HAYKMM, KaK P:

[:T+O0O+P— L.

2. Kapma npuceoenuii cepsucos u 0aHHbIX K 001AK).

[Mokazarens H OyneT MCIONB30BATHCS JJIsi OMMCAHUS TPUCBOCHUS KaXKIO0TO CEPBU-
ca M TaHHBIX B 00JIaKe:

H:T+0O—>P.

Copmynupyem Hogoe npasuio, TOBOPSILEE O TOM, 4TO ONOK pabodero mporecca
(cepBHC WM JAaHHBIE) MOXKET OBITH Pa3BEPHYT TOJIBKO Ha OOJIaKe TOJNBKO B TOM cllydae,
€CJIM YPOBEHb KOH(PHUACHIIHAIBHOCTU 00J1aKka OOJIbIIE MK PABEH TEKYIIEMY YPOBHIO J0C-
TyIa cepBHCa M YPOBHIO KOHGUIACHITMAIBHOCTH NaHHBIX. Hampumep, ais 6iioka x Ha 00-
JIaKe y CIPaBeUIHBO CIEAYIOIIee HEPaBEHCTBO:

I(p,)=1(b,). (7
Ecmu B H nanneie O, pacnosiaratorcs Ha objake p, , CEpBUC ¢, Ha obnake p,,a O,

Ha o0ake P, > TO NJOJLKHBI BBIIIOJIHATBHCS CICAYOMMUE yCIIOBHUA.

L (pa) = 1(0y), (8)
L(pp) = L(ty), (9)
L(p) = (o). (10)
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DTO TO3BOJIAET 3anucaTh GopMyiry (6) B CICAYIOIIEM BHIC:

L(p) = (o) = L(¢ty) (11)

A 2. ApromaTusanus pacnpeneenus padodero npouecca
B THOpUAHOM cpeje 00/ IaYHbIX BHIYHCICHUN

Hcnonp3ys moiryueHHy0 Momudukanmo Moaenu nocrymna bemna-Jlallagyma mox-
HO aBTOMAaTHYECKH TOJIYYHUTh BCE JOMYCTUMBIC BapUaHTHI pacrlpeaesieHus padbodero mpo-
recca. JTO JIOCTUTAETCS 3a CUET TMPOXOXKICHHUSI IBYX ITAIIOB.

Bo-nepBeIX, onpeaenuM HOBBIM BBOJAHBIM MapaMeTp I y4€Ta PasHbIX KOMIIOHEH-
TOB 00J1a4uHO# cpenbl B Buzae (P) u mpuMeM Bo BHMMaHWe HaOop cepsucoB (7), Habop
nauebIX (O) u kapty 30H 6e3omacHocTH (/).

Hcnons3ys npaswmito (7), ompeneanM BapHaHTH (V) mepexoma CepBUCOB M TaHHBIX
MEXIy o0JlakamHu.

V:T+0 =P

V={b-plb € T+0,p € P,I(b) =1(p)}

B kauecTBe mpuMepa pacCMOTPUM Pa0OYHil MPOIIECC, BHIMOIHSIONIUN aHATUTHYC-
CKHE BBIYMCIICHHUS HaJ| KOH(DUICHIIMAILHBIMU JIAHHBIMA B THOPUIHON cpejie 00IauyHBIX
BBIYMCIICHUH, COCTOSIIECH M3 MBYX TUIIOB 00JyakoB. Ha pucyHke 1 n3o0pa3um rpad, KoTo-
PBIf BKITIOYAET B ce0s MOCIE0BATEILHOE BBIMOIHEHNUE JIBYX CEPBUCOB C PA3HBIMH BXO/I-
HBIMHU U BBIXOJHBIMU JIAHHBIMH.

t1 t2

Pucynox 1. I'pad pabGouero mportecca ¢ mocaea0BaTeILHBIM BEITOTHCHHEM
ZIBYX OOJIaYHBIX CEPBHCOB

B tabnune 1 npuBenéH npuMep 30H O0S30MACHOCTH U Pa3pelICHU ¢ ABYMS YpPOB-
HsMu KoHpuueHmansHoctd 0 1 1. YacTHOe 001aK0 ¢ MOBBIIIEHHBIM YPOBHEM Oe30mac-

HOCTHU OTPENCINM, KaK ¢, , OOIIEOCTYITHOE 00JIako ¢ 0a30BBIM YPOBHEM 0€30IaCHOCTH,
Kak Cy. KoHbuaeHnnanpHple JaHHBIE 04 TOJDKHBI XPAHUTHCS M 00pa0daThIBATHCS TOIBKO
Ha 4aCcTHOM 00JIaKe, JJaHHbIC 05 , O3 MOXKHO XPAaHUTh U B paMKax OOIIEOCTYITHOTO 00Jia-

ka. CepBuc I; mMeeT paszpelieHue Ha JOCTYI K KOHOUACHIIMAILHBIM JaHHBIM TOJIBKO B

30He 0€30MacHOCTH 1, HO €ro TeKyllee pa3MelleHHe OIpeAeIeHo B 30He Oe3omacHocTu 0,
[I03TOMY B Pe3yjbTaTe €ro paboThl CO3IAat0TCs BBIXOAHBIE JaHHBIE B 30HE Oe3onmacHocTy 0
0e3 HapymeHus *- cBoiicTBa Teopemsl bemna-Jlallamyna.
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Tabmuma 1. PazMenienue u pa3perieHus Uit IpuMepa aHaTn3a KpUTHUYSCKH BKHBIX TaHHBIX

Bepmuna rpada 3oHa 6e3omacHocTH (/) Pazpemrenue (c)
ty 0 1
a, 0
ts 0 0
(o 0

Ha ocHOBaHMM TpaBUI TIEPEXO0B OJIIOKOB pabodvero mporecca MexAy KOMITOHEH-
TaMu 00JIAYHOW Cpeflbl U3 Pa3HBIX 30H OE30MACHOCTH MOKAaXEM BO3MOXXHBIC BapUAHTHI
pa3MeIIeHus Kaxaoro 00ka B Taduiie 2.

Tabmuua 2 — Bo3amoxHbIe niepexobl OJI0KOB pabouero mporecca Mex1y KOMIIOHEHTaMHU
cpelbl 00JaYHbIX BEYMCICHUN

Bepumina rpaga YacTHoe 00mako ¢y O6menoctynHoe 00aKo <y
X
0y
t, X X
0, X X
tg X X
05 X X

[Tocne onpeneneHust BCeX MOMYyCTHMBIX MEPEXOI0B CEPBUCOB U JaHHBIX B 00JIaKax,
MHOXECTBO BCEX JICHCTBUTEIBHBIX Pa3BepPTHIBAHMN pabodero mpoiiecca OyJeT ompese-
JIATHCS IO hopMyIIe:

WA(T+0—-P)={(T+0-P)}={w e ||VILVbeT+0.3p €P.b

—»pew,|w|=|T+0I}

rae: ||V|| — 9To mokasaTeabHOE MHOXKECTBO (MHOKECTBO BeeX moaMHoxkecTs) V, W] —

9TO KOJIMYECTBO DJICMCHTOB (MOH.IHOCTB MHO)KeCTBa) w.

AnropuT™Mudeckd W BBIYHCIIAETCS ITyTEM HEPEKPECTHOTO TPOU3BEIICHUS ITPUCBOE-
HUs OJOKOB Ha oOiaka, comepkammxcs B V. B pesynbprare mosmydaeM Bce BO3MOXKHBIE
JeiCTBUTENIbHBIE pa3BepThiBaHus padoyero npouecca (W) (puc. 2). O6nako, Ha KOTOPOM
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pa3BepHYTHI AaHHBIE WIH CepBHUC OyaeM 0003HadaTh, KaK BEPXHUW HHIEKC, HAIIPHMEp:

y
d, —5TO AaHHBIC X, pa3BEPHYTHIC Ha O0ONAKeE ).

1 0 0

o >t > 0f = tf > 03

0

—>tf—>oz—}t2—>og

—}tf—}ﬂz—}fg—}ﬂg

—}tf—}ﬂz—}fg—}ﬁg

1

—}tf—}oz—}tz—}ag

1

—}tf—}az—}tz—}og

—}tf—;oz—btzl—}og

—}tf’—}oz—}t%—;og

1

—}tl—}oz—;‘tzo—}og

1

—>t1—}02—>tzﬂ—>og

1

_}tl_}oz_’tg_}ﬁg

1

_}fl_’ﬂg_}fg_’ﬂg

1

—’fl—}ﬁz*le—}ﬁg

1

—}tlaoz—}t%—;‘og

1

—>t1—>02—>t%—>0g

1

0] »ti— 03 —>t:—>o0]

Pucynok 2. MHOXeCTBO BCeX JEHCTBUTENBHBIX Pa3MeIIeHHH OJIOKOB padodero mporecca
MEXIY KOMIIOHEHTaMH CpeJlbl 00JIAUHBIX BBIYMCIICHUH

A 3. BkiouyeHne KOMIOHEHTA (e30MacHOI NepeIavn JaHHbIX
B THOPUIHOI cpeae 00J1a4HbIX BbIYMCJICHU

JpyruM He MeHee BasKHBIM BOIIPOCOM IIPH MOCTPOSHUH (HOPMAIN30BaHHON MOAEIH
0e30macHOCTH PabdoYMX MPOLECCOB B Cpele OOJauHBIX BBIYMCICHUH SIBISICTCA TO, YTO
NPUMEHEHHE METO/a B TEKYILIeH MOCTaHOBKE B YMCTOM BUAE SIBJISETCS HEBBIIOIHUMON
3aJlayei, Tak Kak MPaKTUYECKH PeaJn30BaTh €ro B paMKax paclpesielIeHHON CUCTEMBI 3a-
TPYJHUTEIHHO IO CIEAYIOMUM PUYHHAM:!
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1) cepBUC MOXKET TeHEPUPOBAThH BBHIXOJHBIC JIAHHBIC HEMOCPEJICTBEHHO HA JPYroM
obiake, 0€3 MPEABAPUTEIBHOTO COXPAHCHHUS JaHHBIX HA KOMIIOHEHTE, Ha KOTOPOM OH caM
pasmeleH;

2) cepBHC MOXET HCIIOJb30BaTh B KAueCTBE BXOJHOW WH(OpPMAIMH JAHHBIC U3
JIpyroro ooJiaka 6e3 0053aTeIbHOrO COXPAHCHUS UX HA CBOEM KOMITIOHCHTE.

st mpeogonieHus yKa3aHHBIX OrPaHUYCHUH, BO-TIEPBBIX, BBEJCM MOHSITHE HOBOTO
BHJIA CEPBHCA — MPAHCHOPMHO20, KOTOPBIN OyIeT NepeiaBaTh JaHHBIE M3 OJJHOTO o0Jiaka
B JIpyroe. AHaJOroM TPaHCIIOPTHOTO CEpBUCA SIBJISETCS omeparop oOMeHa B pacrpee-
JIEHHOH 00pabOoTKe 3arpocoB.

Iepexoa OyaeT OCYIIECTRIATHCS 3a CUET J0OABICHUSA B MOJICITb HOBBIX KOMITOHEH-
TOB, ()YHKIIMOHHPYIOIIUX Ha OOJaKe-MCTOYHUKE M O0Jiake-mojiyyaresie. TpaHCIIOPTHBIN
CepBHC NPUHUMACT JaHHBIC HAa OJHOM OOJIaKe U co3/aeT e Komuro Ha apyrom. Bee pabo-
Yre MPOoIecChl U3 MHOXKeCTBa W TpaHC(HOPMHUPYIOTCS U BKIIFOYAIOT B Ce0sl TPAHCIIOPTHBIC

CEpPBHUCHI.
Breném detripe mpaBuia npeodpazoBanus rpada HHPOPMAITHOHHOTO IMTOTOKA.

gj? — tf = oj? — tf (12)

o} = th = 0 — nmepejaTiHK — ojb - b (13)

(14)

a a a a
tl' _}Gj- :)t!- _}Gj

£ - ojb = t7 — 0o - MepeJaTIHK — ojb (15)

IIpeoOpazoBanus (12) u (14) orpaxkatoT TOT (akTt, 4to ecinum 00a y3na pa3MeIeHbl
Ha 0JHOM 00JaKe, TO BKJIIOYCHUS JONOJIHUTENBHBIX MoanduKkanuii He Tpedyetca. B mpe-
obpazoBanusx (13) u (15) BBOAMTCS HOBBIM KOMIIOHEHT (MpaHCHOpmMHBIL cepauc) As
nepeayn JaHHBIX MEXy OOJIaKaMH.

Cosznanne HOBBIX KOMUI AaHHBIX ¢ momomnisio mpasui (13) u (15) Mmoxxer mpuBecTn
K IMOTEHIMAJIbHBIM Ipo0JieMaM PacKphITUS KOMMPYEMbIX NaHHbIX. IIpu npumenenun npa-
Bmia (13), HEOOXOAMMO YIOCTOBEPUTRCS, UTO 00IaK0 b MMEET ypOBEHb KOH(PUACHITNAb-

HOCTH JTOCTATOYHBINA JJIS1 XpaHEHHs KOTHH JaHHBIX Gj, KOTOpasi HacleoyeT YpOBEeHb KOH-
(uaeHnManbHOCTH OpUTMHANA. B CHly 3THX NPHYWH JOJDKHBI OBITH COONIOIEHBI Clle-
IYIOIIUE TPaBUIIA;

1) = 1(0) (16)

AmnanmornyHo, 1utst mpasuia (15):
l(p,) = (o)) 17)

Ecnu npoucxoaut HapylieHue Jr00ro MpUBEACHHOIO YCJIOBHS, TO, BAPUAHTHI, 110
KOTOPBIM IIPOMCXOIUT pacHpeaeieHue pabouero mpoiecca, MepecTaroT OTBe4YaTh ycTa-
HOBJICHHBIM TpeOOBaHUSIM 0€30MacHOCTH, AOJKHBI OBITH MCKIIIOYEHBI U3 Habopa W Ha-
IOEKHBIX TEPeXoAoB. JlokakeM, YTo HapyleHne KOHPHICHINATEHOCTH MOKET UIMETh Me-
CTO TOJIBKO B IByX KOHKPETHBIX CITydasx.

Bo-nepBbix, paccmorpum (16). Io mpasuiy (2) momydum:

c(tf) = Ut!)

(18)
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CHauana pacCMOTPHUM CITy4ai, Korjaa

BY _ jr4b
c(t?) = ueh), (19)
MPHU KOTOPOM TEKYIIMH YPOBEHb JIOCTYyIa 00bEKTa COOTBETCTBYET €T0 PACIIONOKECHUIO Ha
kapTte 30H O6e3omacHocTH. [IpaBuna (3) u (4) mpu 3TOM H3MEHSAIOTCS Ha!

c(t?) = I(o)) (20)
u
e(tf) = 1) 1)
Toraa o mpasuny (19) nomydaem, uto:
1(ps) 2 U(t?) = 1(0) = L(ps) = Uoy) 22)

YTO TMOATBEP)KJIAET BBIMONHEHHE MpaBmia (16) M moka3pIBaeT OTCYTCTBUE HapyIICHUH
UHQOPMAIIIOHHOH 0€30MIaCHOCTH.
Onnaxko, eciau:

e(s?) = UsP) (23)
T. €. YpOBEHb 0€30IaCHOCTH CEPBHCA BBILIE €r0 YPOBHS 0€30IaCHOCTH €T0 TEKYLIETO pas-
MeIIeHUs, TO KOMOUHUpYs pe3ynbTat (23) ¢ (3) u (4) nomyyaem:

I(sP) < c(s?) =1(d) (24)
Ipy) = 1(s?) < e(s?) (25)

YTO HE UCKIII0YAeT
Upy) < U(d) (26)

IIpu Takom cirydae mpaBmio (16) Hapymmaercs, ¥ TEKyIee pacupeaencHne padbode-
ro HH(GOPMAITMOHHOTO TIPoIlecca He COOTBETCTBYET TPeOOBAaHMAM OE€30TTaCHOCTH.

PaccMoTpuM JaHHBIE, KOTOpPBIC MMONY4YarOTCs B pe3ysbraTe paboThl cepBuca. [Ipa-
Buio (17) MoxkeT OBITH HapyIIEHO MyTeM IMpHMEHEHUus mpeoOpaszoBaHuii (15) B cirydae,

KOT/Ia CEPBUC t,; MPOU3BOIUT OIEPAITUIO 3aMKMCH NAHHEBIX (4) TakKuM 00pa3oM, BBITIOJIHS-

ercs yenosue L(pg) < l(o;) . Hepexon ot I(p,) mo I(0y) ocymectBisercs mo npa-

Buiy (13), koTopoe Mo3BOJIsIET paboyeMy MPOLECCy CO3laBaTh Komuio 04 . [lepexom ot

I(py) 1o I(o,) coBepmaercs 1o npasmiy (15), KOTOpoe JeaeT BO3MOKHBIM J100aBe-

HUE KONHU 0O, . [Ipumenenue npeobpazoBanumii (16) u (17) k pabodeMy mporeccy U3 pH-

CYHKa 7 He JIOIyCKaeT MCIOJIb30BaHKEe MOJOBUHBI BO3MOXKHBIX BAPHAHTOB PacIpeaeICHuUs
pabouero mporecca. YaaneHue AByX AyOiel, CO3JaHHBIX B pe3ysibTaTe mpeoOpa3oBaHus,
OCTaBJIIET UIECTh JOIYCTUMBIX BapUAHTOB, KOTOpPBIE TOKAa3aHbI HA PHCYHKE 3.

0] = t} — 03 — nepegaTuHK — 0f — tI = 0f

0] — t! —» o} — nepegaTyuk — 0f — tJ — 0 — mepegaTYHK — 03
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0} = t{ — 0] — nepegaTYHK — 05 — NepeJaTiHK — 05 — t3 — 03
— TepeJaT4HK — 07

0} — t} - 0} — nmepegaTUHK — 0] — MepefaTIHK — 05 — t1 — 0]

0} =t} - 0] — t7 — 07 — nepefaTYHK — 03

0] = ti =0l >t —o0]

Pucynoxk 3. Bapuantsl pacnpenenenus pabouero mporecca nocie J00aBIeHus
TPaAHCTIOPTHOTO CEPBHCA
ANBTEpHATHBHBIA BapHWaHT OTOOPaKEHUS pacHlpeeieHu pabodero mpoiecca ¢
WCTIONB30BaHUEM CHENHAaIbHBIX KOMIIOHEHTOB JJISl TIepelavyd JaHHBIX MEXAy oOJakaMu
MOKa3aH Ha PUCYHKE 4.

U
nepeparyi

— P
[-Je{-Le) "
= e =)

N
w3
|
N
BRI
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_______ J """" —o==mo==) o Lo { o] ﬂ

n Tl
t, nepeparuuk
ﬂ O n m g
kﬂk t nepeparuk

Pucynok 4. [lomyctuMebie pacripeneneHus pabouux MpoIeccoB B THOPHUIIHOM cpe/ie
00J1aYHBIX BBIYUCICHHIMA

Jst mutroctpanuu ypoBHs 6e3omacHocT 0 s 00me10CTyTHOW 00Ia9HOM cpepl
(O0OC), maHHBIX U CEPBUCOB HMCIIOIH30BaHbI KOHTYPHI, BHIJICIICHHBIC 3€JICHBIM IIBETOM, Ha
ypoBHe | (dactHO# obmauHO cpenbl, YOC) — kpacHbIM 11BeTOM. [locTpOoeHHBIE nHAarpam-
MBI TIO3BOJIAT crienuanucty b momyuyuts npeactaBieHHe O BO3MOXKHBIX BapUaHTax pas-
BEPTHIBaHUS PabOUYMX MPOLECCOB B paMKax TMOpUIHOW 0ONauHOW apXUTEKTypsl. [lms
npuMepa onucanus paboThl MeToJa OBUTH HCIIONB30BaHbI MPOCTHIE, IMHEWHBIE padoyne
MPOIIECCHI, B TO K€ BPEMsI JJAHHBI METOJI MOXKET OBITh MMPUMEHEH M JJIsi OPUEHTUPOBAH-
HBIX TpadoB, HE3ABUCUMO OT CIIO)KHOCTH UX CTPYKTYPHI.

A 3akiauenue
OnucaHHBIi MOAXOM MPELIATAETCS B KA4€CTBE OCHOBBI IS aBTOMATH3allMU IIPO-
Hecca pa3HeHeHH${ pa60‘lI/IX HpOHeCCOB B paMKaX FH6pH,Z[HOI>i Cpe,Z[LI 06JIaI{HLIX BBIYHUCJIIC-
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HAW. JlaHHBIA TTOIXO0T TOJDKEH 3aMEHHUTH TPoIiece BRIOOpa aIMHHUCTPATOPOM BO3MOMKHO-
ro BapHaHTa paclpeieIeHus] MPOLEeCcCOB, KOTOPBI HOCUT CyOBEKTHBHBIA XapakTep U MO-
JKeT MPHUBECTH K omunoOke. Ha cMeHy pydyHOMY OmpeseneHuio NpeasaracTcs BHEAPUTD aB-
TOMAaTHUYECKHH MEXaHU3M, Pean3yIOMNi paboTy OMMCAHHOTO METOJa, KOTOPBIH ompese-
JIUT JOIyCTUMBIE TapaMeTphl Ha OCHOBE CTPOrOT0 HaOOpa MpaBWJ, a 3aTeM MPEAJIOKHUT
Jy4IIUMH HAa OCHOBAHUU CTOMMOCTHOM MOAENIU. PaCCMOTpPEHHBIN MOAX0J, UMEET MIPEUMY-
LIECTBA, KOTOPhIE MOTYT CHU3UTh, KaK IMOTEHIMAJIbHbIE HAPYLICHUS 0€30I1aCHOCTH, TaK U
CHHU3HTH pacxoasl Ha UT-uHDpacTpyKTYypYy.
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Aemomamuzauus npoyecca pacnpeoeieHus 00padoomku
KpUMUYHbHIX OAHHBIX 8 2UOPUOHOIL cpede 00NaUHbIX
6bIYUCTICHU

Anamoanuu Ilapezopooues, Anna 3enenuna
Annomauusn:

Llupoxoe pacnpocmpanenue u npumeHeHue OONAYHbIX BbIYUCIEHUL OUKMyem He-
06x00uMocmy adanmayuu U 00paboOmKu Cywecmayowux mooenet Oe30nacHocmu
UHDOPMAYUOHHO-MENEKOMMYHUKAYUOHHBIX cucmeM. Jisi O0CMUdCeHuss KOHDUOeH-
YUATILHOCIU OAHHBIX HE0OXO0OUMO PACCMOMPemb NPeuUMywecmea Mooenei pas-
8EPMBIBAHUSL OONAUHBIX CEPBUCO8 U NPedyCMOmpents Npoyeodypy PAacnpeoeieHus
pabouezo npoyecca mMexcoy KOMNOHEHMAMU CPeObl OONAUHBIX BbIYUCTCHU.
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Knroueente cnoesa:

Mooenu 6ezonacnocmu UHGOPMAYUOHHO-MENEKOMMYHUKAYUOHHBIX CUCTEM, 00-
JIauHble BbIMUCACHUS, NYOIUuUHOe 001aKo, Hacmuoe o001aKo, 2ubpuounoe 001aKo,
mpebosanusi 6e30nacHocmu, meopus 2pagos, KOHGUOEHYUATbHOCHb OAHHbLX.
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Voronezh Institute of High Technologies, Russia
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Instructions for Authors

International scientific journal Information Technology Applications jointly issued
by Faculty of Informatics of Paneuropean University and Civil association EDUCATION-
SCIENCE-RESEARCH in Bratislava, offers space to publish:

Scientific in the range of 20 standard pages (there is possible to place up at the
articles most 1800 characters including character spacing on the one page of
A4 format). Reports in the range of 5 standard pages
Discussions in the range of 2 standard pages
Information in the range of 1 standard page

The journal presents practical and theoretical knowledge about the use of
information technology mainly in the field of economy, business, law, media, psychology,
education, power engineering and public administration and next. It is written in Slovak,
English, Russian and Czech language. The journal is published biannualy. Contributions
will be accepted only in electronic form in doc or docx format on vvv.esr@gmail.com in
the form of author’s surname.doc (docx). Main requirement of accepting the
contribution is its originality. Another Condition for publishing the contribution is the
positive attitude of editorial board and two independent reviewers.

The contribution must be written in MS WORD, Times New Roman font, single
spacing of the lines, A4 page format, 2.5 cm margins, not to number the pages according
to the following structure:

Required part

1. Tittle of the contribution in English language: font size 16, bold, center alignment.
Omit line

2. Name and surname of the author (or authors separated by hyphen): font size 14,
italic, center alignment. Omit line

3. Abstract: font size 12, bold, left alignment. The text of the Abstract written in
English on a new line, range of 250-300 words, font size 11, justified alignment: scientific
goal/methods, conclusions according to
http://info.emeraldinsight.com/authors/guides/abstract.html.

4. Key words: font size 12, bold, left alignment. Text written in English on a new
line, font size 11, justified alignment, range of 3-5 key words (separated by comma). Omit
line

5. ACM Computing Classification System: font size 12, bold, left alignment. To
adduce the classification codes (font size 11, separated by comma) on the same line
according to http://www.acm.org/about/class/2012. Omit line

6. Dividing the contribution to a clearly defined parts (Introduction, Conclusion)
and to numbered chapters (1, 2, ...) and subchapters (1.1, 1.1.1, 1.1.2, ..., 2.1, 2.1.1, 2.1.2,
2.2, ...): font size 12, bold, justified alignment. Introduction, Conclusion — bold, not to
number; Chapters, Subchapters — to number, bold

Tables, graphs a pictures to put straight into the text and to mark by sequential
number and description (font size 11, italic, left alignment) - Examples:

Table 1: title.

Graph 1: title.
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Below it to mention the source — Source: source name (font size 11, italic, left
alignment)

Bibliographic references adduced in the text according to STN 1SO 690 standard
and international standars in a form (name of the author, year of issue)

Citations appear in the text, in direct citation is necessary to add the page number.

7. Literature: font size 12, bold, left alignment. Literature List alphabetized on new
lines, font size 12, justified alignment, with all identification data according STN 1SO 690
standard if it concerns book, chapter of book, contribution from almanac, arrticle from
journal, internet documents (http://owl.english.purdue.edu/owl/resource/560/01).

8. Author’s address: font size 12, bold, left alignment, address placed on a new line,
font size 12, left alignment seriately according to Name and surname of the author,
degree, address of the institute , e-mail.

Optional part

9. Tittle of the contribution in other language: font size 16, bold, center alignment.
Omit line

10. Abstract: according to the point 3 (but written in other language).

11. Key words: according to the point 4 (but written in other language).
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